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July 9, 2011

Welcome.

This is the index page for a series of blog posts I’m currently writing about the D3D/OpenGL graphics pipelines *as actually implemented by GPUs*. A lot of this is well known among graphics programmers, and there’s tons of papers on various bits and pieces of it, but one bit I’ve been annoyed with is that while there’s both broad overviews and very detailed information on individual components, there’s not much in between, and what little there is is mostly out of date.

This series is intended for graphics programmers that know a modern 3D API (at least OpenGL 2.0+ or D3D9+) well and want to know how it all looks under the hood. It’s *not* a description of the graphics pipeline for novices; if you haven’t used a 3D API, most if not all of this will be completely useless to you. I’m also assuming a working understanding of contemporary hardware design – you should at the very least know what registers, FIFOs, caches and pipelines are, and understand how they work. Finally, you need a working understanding of at least basic parallel programming mechanisms. A GPU is a massively parallel computer, there’s no way around it.

Some readers have commented that this is a really low-level description of the graphics pipeline and GPUs; well, it all depends on where you’re standing. GPU architects would call this a *high-level* description of a GPU. Not quite as high-level as the multicolored flowcharts you tend to see on hardware review sites whenever a new GPU generation arrives; but, to be honest, that kind of reporting tends to have a very low information density, even when it’s done well. Ultimately, it’s not meant to explain how anything actually *works* – it’s just technology porn that’s trying to show off shiny new gizmos. Well, I try to be a bit more substantial here, which unfortunately means less colors and less benchmark results, but instead lots and lots of text, a few mono-colored diagrams and even some (*shudder*) equations. If that’s okay with you, then here’s the index:

* [Part 1](https://fgiesen.wordpress.com/2011/07/01/a-trip-through-the-graphics-pipeline-2011-part-1/): Introduction; the Software stack.
* [Part 2](https://fgiesen.wordpress.com/2011/07/02/a-trip-through-the-graphics-pipeline-2011-part-2/): GPU memory architecture and the Command Processor.
* [Part 3](https://fgiesen.wordpress.com/2011/07/03/a-trip-through-the-graphics-pipeline-2011-part-3/): 3D pipeline overview, vertex processing.
* [Part 4](https://fgiesen.wordpress.com/2011/07/04/a-trip-through-the-graphics-pipeline-2011-part-4/): Texture samplers.
* [Part 5](https://fgiesen.wordpress.com/2011/07/05/a-trip-through-the-graphics-pipeline-2011-part-5/): Primitive Assembly, Clip/Cull, Projection, and Viewport transform.
* [Part 6](https://fgiesen.wordpress.com/2011/07/06/a-trip-through-the-graphics-pipeline-2011-part-6/): (Triangle) rasterization and setup.
* [Part 7](https://fgiesen.wordpress.com/2011/07/08/a-trip-through-the-graphics-pipeline-2011-part-7/): Z/Stencil processing, 3 different ways.
* [Part 8](https://fgiesen.wordpress.com/2011/07/10/a-trip-through-the-graphics-pipeline-2011-part-8/): Pixel processing – “fork phase”.
* [Part 9](https://fgiesen.wordpress.com/2011/07/12/a-trip-through-the-graphics-pipeline-2011-part-9/): Pixel processing – “join phase”.
* [Part 10](https://fgiesen.wordpress.com/2011/07/20/a-trip-through-the-graphics-pipeline-2011-part-10/): Geometry Shaders.
* [Part 11](https://fgiesen.wordpress.com/2011/08/14/a-trip-through-the-graphics-pipeline-2011-part-11/): Stream-Out.
* [Part 12](https://fgiesen.wordpress.com/2011/09/06/a-trip-through-the-graphics-pipeline-2011-part-12/): Tessellation.
* [Part 13](https://fgiesen.wordpress.com/2011/10/09/a-trip-through-the-graphics-pipeline-2011-part-13/): Compute Shaders.
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# A trip through the Graphics Pipeline 2011, part 1

July 1, 2011

This post is part of the series [*“A trip through the Graphics Pipeline 2011”*](https://fgiesen.wordpress.com/2011/07/09/a-trip-through-the-graphics-pipeline-2011-index/).

It’s been awhile since I posted something here, and I figured I might use this spot to explain some general points about graphics hardware and software as of 2011; you can find functional descriptions of what the graphics stack in your PC does, but usually not the “how” or “why”; I’ll try to fill in the blanks without getting too specific about any particular piece of hardware. I’m going to be mostly talking about DX11-class hardware running D3D9/10/11 on Windows, because that happens to be the (PC) stack I’m most familiar with – not that the API details etc. will matter much past this first part; once we’re actually on the GPU it’s all native commands.

### The application

This is your code. These are also your bugs. Really. Yes, the API runtime and the driver have bugs, but this is not one of them. Now go fix it already.

### The API runtime

You make your resource creation / state setting / draw calls to the API. The API runtime keeps track of the current state your app has set, validates parameters and does other error and consistency checking, manages user-visible resources, may or may not validate shader code and shader linkage (or at least D3D does, in OpenGL this is handled at the driver level) maybe batches work some more, and then hands it all over to the graphics driver – more precisely, the user-mode driver.

### The user-mode graphics driver (or UMD)

This is where most of the “magic” on the CPU side happens. If your app crashes because of some API call you did, it will usually be in here :). It’s called “nvd3dum.dll” (NVidia) or “atiumd\*.dll” (AMD). As the name suggests, this is user-mode code; it’s running in the same context and address space as your app (and the API runtime) and has no elevated privileges whatsoever. It implements a lower-level API (the DDI) that is called by D3D; this API is fairly similar to the one you’re seeing on the surface, but a bit more explicit about things like memory management and such.

This module is where things like shader compilation happen. D3D passes a pre-validated shader token stream to the UMD – i.e. it’s already checked that the code is valid in the sense of being syntactically correct and obeying D3D constraints (using the right types, not using more textures/samplers than available, not exceeding the number of available constant buffers, stuff like that). This is compiled from HLSL code and usually has quite a number of high-level optimizations (various loop optimizations, dead-code elimination, constant propagation, predicating ifs etc.) applied to it – this is good news since it means the driver benefits from all these relatively costly optimizations that have been performed at compile time. However, it also has a bunch of lower-level optimizations (such as register allocation and loop unrolling) applied that drivers would rather do themselves; long story short, this usually just gets immediately turned into a intermediate representation (IR) and then compiled some more; shader hardware is close enough to D3D bytecode that compilation doesn’t need to work wonders to give good results (and the HLSL compiler having done some of the high-yield and high-cost optimizations already definitely helps), but there’s still lots of low-level details (such as HW resource limits and scheduling constraints) that D3D neither knows nor cares about, so this is not a trivial process.

And of course, if your app is a well-known game, programmers at NV/AMD have probably looked at your shaders and wrote hand-optimized replacements for their hardware – though they better produce the same results lest there be a scandal :). These shaders get detected and substituted by the UMD too. You’re welcome.

More fun: Some of the API state may actually end up being compiled into the shader – to give an example, relatively exotic (or at least infrequently used) features such as texture borders are probably not implemented in the texture sampler, but emulated with extra code in the shader (or just not supported at all). This means that there’s sometimes multiple versions of the same shader floating around, for different combinations of API states.

Incidentally, this is also the reason why you’ll often see a delay the first time you use a new shader or resource; a lot of the creation/compilation work is deferred by the driver and only executed when it’s actually necessary (you wouldn’t believe how much unused crap some apps create!). Graphics programmers know the other side of the story – if you want to make sure something is actually created (as opposed to just having memory reserved), you need to issue a dummy draw call that uses it to “warm it up”. Ugly and annoying, but this has been the case since I first started using 3D hardware in 1999 – meaning, it’s pretty much a fact of life by this point, so get used to it. :)

Anyway, moving on. The UMD also gets to deal with fun stuff like all the D3D9 “legacy” shader versions and the fixed function pipeline – yes, all of that will get faithfully passed through by D3D. The 3.0 shader profile ain’t that bad (it’s quite reasonable in fact), but 2.0 is crufty and the various 1.x shader versions are seriously whack – remember 1.3 pixel shaders? Or, for that matter, the fixed-function vertex pipeline with vertex lighting and such? Yeah, support for all that’s still there in D3D and the guts of every modern graphics driver, though of course they just translate it to newer shader versions by now (and have been doing so for quite some time).

Then there’s things like memory management. The UMD will get things like texture creation commands and need to provide space for them. Actually, the UMD just suballocates some larger memory blocks it gets from the KMD (kernel-mode driver); actually mapping and unmapping pages (and managing which part of video memory the UMD can see, and conversely which parts of system memory the GPU may access) is a kernel-mode privilege and can’t be done by the UMD.

But the UMD can do things like [swizzling textures](https://fgiesen.wordpress.com/2011/01/17/texture-tiling-and-swizzling/) (unless the GPU can do this in hardware, usually using 2D blitting units not the real 3D pipeline) and schedule transfers between system memory and (mapped) video memory and the like. Most importantly, it can also write command buffers (or “DMA buffers” – I’ll be using these two names interchangeably) once the KMD has allocated them and handed them over. A command buffer contains, well, commands :). All your state-changing and drawing operations will be converted by the UMD into commands that the hardware understands. As will a lot of things you don’t trigger manually – such as uploading textures and shaders to video memory.

In general, drivers will try to put as much of the actual processing into the UMD as possible; the UMD is user-mode code, so anything that runs in it doesn’t need any costly kernel-mode transitions, it can freely allocate memory, farm work out to multiple threads, and so on – it’s just a regular DLL (even though it’s loaded by the API, not directly by your app). This has advantages for driver development too – if the UMD crashes, the app crashes with it, but not the whole system; it can just be replaced while the system is running (it’s just a DLL!); it can be debugged with a regular debugger; and so on. So it’s not only efficient, it’s also convenient.

But there’s a big elephant in the room that I haven’t mentioned yet.

### Did I say “user-mode driver”? I meant “user-mode drivers”.

As said, the UMD is just a DLL. Okay, one that happens to have the blessing of D3D and a direct pipe to the KMD, but it’s still a regular DLL, and in runs in the address space of its calling process.

But we’re using multi-tasking OSes nowadays. In fact, we have been for some time.

This “GPU” thing I keep talking about? That’s a shared resource. There’s only one that drives your main display (even if you use SLI/Crossfire). Yet we have multiple apps that try to access it (and pretend they’re the only ones doing it). This doesn’t just work automatically; back in The Olden Days, the solution was to only give 3D to one app at a time, and while that app was active, all others wouldn’t have access. But that doesn’t really cut it if you’re trying to have your windowing system use the GPU for rendering. Which is why you need some component that arbitrates access to the GPU and allocates time-slices and such.

### Enter the scheduler.

This is a system component – note the “the” is somewhat misleading; I’m talking about the graphics scheduler here, not the CPU or IO schedulers. This does exactly what you think it does – it arbitrates access to the 3D pipeline by time-slicing it between different apps that want to use it. A context switch incurs, at the very least, some state switching on the GPU (which generates extra commands for the command buffer) and possibly also swapping some resources in and out of video memory. And of course only one process gets to actually submit commands to the 3D pipe at any given time.

You’ll often find console programmers complaining about the fairly high-level, hands-off nature of PC 3D APIs, and the performance cost this incurs. But the thing is that 3D APIs/drivers on PC really have a more complex problem to solve than console games – they really do need to keep track of the full current state for example, since someone may pull the metaphorical rug from under them at any moment! They also work around broken apps and try to fix performance problems behind their backs; this is a rather annoying practice that no-one’s happy with, certainly including the driver authors themselves, but the fact is that the business perspective wins here; people expect stuff that runs to continue running (and doing so smoothly). You just won’t win any friends by yelling “BUT IT’S WRONG!” at the app and then sulking and going through an ultra-slow path.

Anyway, on with the pipeline. Next stop: Kernel mode!

### The kernel-mode driver (KMD)

This is the part that actually deals with the hardware. There may be multiple UMD instances running at any one time, but there’s only ever one KMD, and if that crashes, then boom you’re dead – used to be “blue screen” dead, but by now Windows actually knows how to kill a crashed driver and reload it (progress!). As long as it happens to be just a crash and not some kernel memory corruption at least – if that happens, all bets are off.

The KMD deals with all the things that are just there once. There’s only one GPU memory, even though there’s multiple apps fighting over it. Someone needs to call the shots and actually allocate (and map) physical memory. Similarly, someone must initialize the GPU at startup, set display modes (and get mode information from displays), manage the hardware mouse cursor (yes, there’s HW handling for this, and yes, you really only get one! :), program the HW watchdog timer so the GPU gets reset if it stays unresponsive for a certain time, respond to interrupts, and so on. This is what the KMD does.

There’s also this whole content protection/DRM bit about setting up a protected/DRM’ed path between a video player and the GPU so no the actual precious decoded video pixels aren’t visible to any dirty user-mode code that might do awful forbidden things like dump them to disk (…whatever). The KMD has some involvement in that too.

Most importantly for us, the KMD manages the actual command buffer. You know, the one that the hardware actually consumes. The command buffers that the UMD produces aren’t the real deal – as a matter of fact, they’re just random slices of GPU-addressable memory. What actually happens with them is that the UMD finishes them, submits them to the scheduler, which then waits until that process is up and then passes the UMD command buffer on to the KMD. The KMD then writes a call to command buffer into the main command buffer, and depending on whether the GPU command processor can read from main memory or not, it may also need to DMA it to video memory first. The main command buffer is usually a (quite small) [ring buffer](https://fgiesen.wordpress.com/2010/12/14/ring-buffers-and-queues/) – the only thing that ever gets written there is system/initialization commands and calls to the “real”, meaty 3D command buffers.

But this is still just a buffer in memory right now. Its position is known to the graphics card – there’s usually a read pointer, which is where the GPU is in the main command buffer, and a write pointer, which is how far the KMD has written the buffer yet (or more precisely, how far it has told the GPU it has written yet). These are hardware registers, and they are memory-mapped – the KMD updates them periodically (usually whenever it submits a new chunk of work)…

### The bus

…but of course that write doesn’t go directly to the graphics card (at least unless it’s integrated on the CPU die!), since it needs to go through the bus first – usually PCI Express these days. DMA transfers etc. take the same route. This doesn’t take very long, but it’s yet another stage in our journey. Until finally…

### The command processor!

This is the frontend of the GPU – the part that actually reads the commands the KMD writes. I’ll continue from here in the next installment, since this post is long enough already :)

### Small aside: OpenGL

OpenGL is fairly similar to what I just described, except there’s not as sharp a distinction between the API and UMD layer. And unlike D3D, the (GLSL) shader compilation is not handled by the API at all, it’s all done by the driver. An unfortunate side effect is that there are as many GLSL frontends as there are 3D hardware vendors, all of them basically implementing the same spec, but with their own bugs and idiosyncrasies. Not fun. And it also means that the drivers have to do all the optimizations themselves whenever they get to see the shaders – including expensive optimizations. The D3D bytecode format is really a cleaner solution for this problem – there’s only one compiler (so no slightly incompatible dialects between different vendors!) and it allows for some costlier data-flow analysis than you would normally do.

### Omissions and simplifcations

This is just an overview; there’s tons of subtleties that I glossed over. For example, there’s not just one scheduler, there’s multiple implementations (the driver can choose); there’s the whole issue of how synchronization between CPU and GPU is handled that I didn’t explain at all so far. And so on. And I might have forgotten something important – if so, please tell me and I’ll fix it! But now, bye and hopefully see you next time.

# A trip through the Graphics Pipeline 2011, part 2

July 2, 2011

This post is part of the series [*“A trip through the Graphics Pipeline 2011”*](https://fgiesen.wordpress.com/2011/07/09/a-trip-through-the-graphics-pipeline-2011-index/).

### Not so fast.

In the previous part I explained the various stages that your 3D rendering commands go through on a PC before they actually get handed off to the GPU; short version: it’s more than you think. I then finished by name-dropping the command processor and how it actually finally does something with the command buffer we meticulously prepared. Well, how can I say this – I lied to you. We’ll indeed be meeting the command processor for the first time in this installment, but remember, all this command buffer stuff goes through memory – either system memory accessed via PCI Express, or local video memory. We’re going through the pipeline in order, so before we get to the command processor, let’s talk memory for a second.

### The memory subsystem

GPUs don’t have your regular memory subsystem – it’s different from what you see in general-purpose CPUs or other hardware, because it’s designed for very different usage patterns. There’s two fundamental ways in which a GPU’s memory subsystem differs from what you see in a regular machine:

The first is that GPU memory subsystems are fast. Seriously fast. A Core i7 2600K will hit maybe 19 GB/s memory bandwidth – on a good day. With tail wind. Downhill. A GeForce GTX 480, on the other hand, has a total memory bandwidth of close to 180 GB/s – nearly an order of magnitude difference! Whoa.

The second is that GPU memory subsystems are slow. Seriously slow. A cache miss to main memory on a Nehalem (first-generation Core i7) takes about 140 cycles if you multiply the [memory latency as given by AnandTech](http://www.anandtech.com/show/2542/5) by the clock rate. The GeForce GTX 480 I mentioned previously has a [memory access latency of 400-800 clocks](http://www.stanford.edu/dept/ICME/docs/seminars/Rennich-2011-04-25.pdf). So let’s just say that, measured in cycles, the GeForce GTX 480 has a bit more than 4x the average memory latency of a Core i7. Except that Core i7 I just mentioned is clocked at 2.93GHz, whereas GTX 480 shader clock is 1.4 GHz – that’s it, another 2x right there. Woops – again, nearly an order of magnitude difference! Wait, something funny is going on here. My common sense is tingling. This must be one of those trade-offs I keep hearing about in the news!

Yep – GPUs get a massive increase in bandwidth, but they pay for it with a massive increase in latency (and, it turns out, a sizable hit in power draw too, but that’s beyond the scope of this article). This is part of a general pattern – GPUs are all about throughput over latency; don’t wait for results that aren’t there yet, do something else instead!

That’s almost all you need to know about GPU memory, except for one general DRAM tidbit that will be important later on: DRAM chips are organized as a 2D grid – both logically and physically. There’s (horizontal) row lines and (vertical) column lines. At each intersection between such lines is a transistor and a capacitor; if at this point you want to know how to actually build memory from these ingredients, [Wikipedia is your friend](http://en.wikipedia.org/wiki/DRAM#Operation_principle). Anyway, the salient point here is that the address of a location in DRAM is split into a row address and a column address, and DRAM reads/writes internally always end up accessing all columns in the given row at the same time. What this means is that it’s much cheaper to access a swath of memory that maps to exactly one DRAM row than it is to access the same amount of memory spread across multiple rows. Right now this may seem like just a random bit of DRAM trivia, but this will become important later on; in other words, pay attention: this will be on the exam. But to tie this up with the figures in the previous paragraphs, just let me note that you can’t reach those peak memory bandwidth figures above by just reading a few bytes all over memory; if you want to saturate memory bandwidth, you better do it one full DRAM row at a time.

### The PCIe host interface

From a graphics programmer standpoint, this piece of hardware isn’t super-interesting. Actually, the same probably goes for a GPU hardware architect too. The thing is, you still start caring about it once it’s so slow that it’s a bottleneck. So what you do is get good people on it to do it properly, to make sure that doesn’t happen. Other than that, well, this gives the CPU read/write access to video memory and a bunch of GPU registers, the GPU read/write access to (a portion of) main memory, and everyone a headache because the latency for all these transactions is even worse than memory latency because the signals have to go out of the chip, into the slot, travel a bit across the mainboard then get to someplace in the CPU about a week later (or that’s how it feels compared to the CPU/GPU speeds anyway). The bandwidth is decent though – up to about 8GB/s (theoretical) peak aggregate bandwidth across the 16-lane PCIe 2.0 connections that most GPUs use right now, so between half and a third of the aggregate CPU memory bandwidth; that’s a usable ratio. And unlike earlier standards like AGP, this is a symmetrical point-to-point link – that bandwidth goes both directions; AGP had a fast channel from the CPU to the GPU, but not the other way round.

### Some final memory bits and pieces

Honestly, we’re very very close to actually seeing 3D commands now! So close you can almost taste them. But there’s one more thing we need to get out of the way first. Because now we have two kinds of memory – (local) video memory and mapped system memory. One is about a day’s worth of travel to the north, the other is a week’s journey to the south along the PCI Express highway. Which road do we pick?

The easiest solution: Just add an extra address line that tells you which way to go. This is simple, works just fine and has been done plenty of times. Or maybe you’re on a unified memory architecture, like some game consoles (but not PCs). In that case, there’s no choice; there’s just the memory, which is where you go, period. If you want something fancier, you add a MMU (memory management unit), which gives you a fully virtualized address space and allows you to pull nice tricks like having frequently accessed parts of a texture in video memory (where they’re fast), some other parts in system memory, and most of it not mapped at all – to be conjured up from thing air, or, more usually, by a magic disk read that will only take about 50 years or so – and by the way, this is not hyperbole; if you stay with the “memory access = 1 day” metaphor, that’s really how long a single HD read takes. A quite fast one at that. Disks suck. But I digress.

So, MMU. It also allows you to defragment your video memory address space without having to actually copy stuff around when you start running out of video memory. Nice thing, that. And it makes it much easier to have multiple processes share the same GPU. It’s definitely allowed to have one, but I’m not actually sure if it’s a requirement or not, even though it’s certainly really nice to have (anyone care to help me out here? I’ll update the article if I get clarification on this, but tbh right now I just can’t be arsed to look it up). Anyway, a MMU/virtual memory is not really something you can just add on the side (not in an architecture with caches and memory consistency concerns anyway), but it really isn’t specific to any particular stage – I have to mention it somewhere, so I just put it here.

There’s also a DMA engine that can copy memory around without having to involve any of our precious 3D hardware/shader cores. Usually, this can at least copy between system memory and video memory (in both directions). It often can also copy from video memory to video memory (and if you have to do any VRAM defragmenting, this is a useful thing to have). It usually can’t do system memory to system memory copies, because this is a GPU, not a memory copying unit – do your system memory copies on the CPU where they don’t have to pass through PCIe in both directions!

**Update**: I’ve drawn a [picture](http://www.farbrausch.de/~fg/gpu/gpu_memory.jpg) (link since this layout is too narrow to put big diagrams in the text). This also shows some more details – by now your GPU has multiple memory controllers, each of which controls multiple memory banks, with a fat hub in the front. Whatever it takes to get that bandwidth. :)

Okay, checklist. We have a command buffer prepared on the CPU. We have the PCIe host interface, so the CPU can actually tell us about this, and write its address to some register. We have the logic to turn that address into a load that will actually return data – if it’s from system memory it goes through PCIe, if we decide we’d rather have the command buffer in video memory, the KMD can set up a DMA transfer so neither the CPU nor the shader cores on the GPU need to actively worry about it. And then we can get the data from our copy in video memory through the memory subsystem. All paths accounted for, we’re set and finally ready to look at some commands!

### At long last, the command processor!

Our discussion of the command processor starts, as so many things do these days, with a single word:

“Buffering…”

As mentioned above, both of our memory paths leading up to here are high-bandwidth but also high-latency. For most later bits in the GPU pipeline, the method of choice to work around this is to run lots of independent threads. But in this case, we only have a single command processor that needs to chew through our command buffer in order (since this command buffer contains things such as state changes and rendering commands that need to be executed in the right sequence). So we do the next best thing: Add a large enough buffer and prefetch far enough ahead to avoid hiccups.

From that buffer, it goes to the actual command processing front end, which is basically a state machine that knows how to parse commands (with a hardware-specific format). Some commands deal with 2D rendering operations – unless there’s a separate command processor for 2D stuff and the 3D frontend never even sees it. Either way, there’s still dedicated 2D hardware hidden on modern GPUs, just as there’s a VGA chip somewhere on that die that still supports text mode, 4-bit/pixel bit-plane modes, smooth scrolling and all that stuff. Good luck finding any of that on the die without a microscope. Anyway, that stuff exists, but henceforth I shall not mention it again. :) Then there’s commands that actually hand some primitives to the 3D/shader pipe, woo-hoo! I’ll take about them in upcoming parts. There’s also commands that go to the 3D/shader pipe but never render anything, for various reasons (and in various pipeline configurations); these are up even later.

Then there’s commands that change state. As a programmer, you think of them as just changing a variable, and that’s basically what happens. But a GPU is a massively parallel computer, and you can’t just change a global variable in a parallel system and hope that everything works out OK – if you can’t guarantee that everything will work by virtue of some invariant you’re enforcing, there’s a bug and you will hit it eventually. There’s several popular methods, and basically all chips use different methods for different types of state.

* Whenever you change a state, you require that all pending work that might refer to that state be finished (i.e. basically a partial pipeline flush). Historically, this is how graphics chips handled most state changes – it’s simple and not that costly if you have a low number of batches, few triangles and a short pipeline. Alas, batch and triangle counts have gone up and pipelines have gotten long, so the cost for this type of approach has shot up. It’s still alive and kicking for stuff that’s either changed infrequently (a dozen partial pipeline flushes aren’t that big a deal over the course of a whole frame) or just too expensive/difficult to implement with more specific schemes though.
* You can make hardware units completely stateless. Just pass the state change command through up to the stage that cares about it; then have that stage append the current state to everything it sends downstream, every cycle. It’s not stored anywhere – but it’s always around, so if some pipeline stage wants to look at a few bits in the state it can, because they’re passed in (and then passed on to the next stage). If your state happens to be just a few bits, this is fairly cheap and practical. If it happens to be the full set of active textures along with texture sampling state, not so much.
* Sometimes storing just one copy of the state and having to flush every time that stage changes serializes things too much, but things would really be fine if you had two copies (or maybe four?) so your state-setting frontend could get a bit ahead. Say you have enough registers (“slots”) to store two versions of every state, and some active job references slot 0. You can safely modify slot 1 without stopping that job, or otherwise interfering with it at all. Now you don’t need to send the whole state around through the pipeline – only a single bit per command that selects whether to use slot 0 or 1. Of course, if both slot 0 and 1 are busy by the time a state change command is encountered, you still have to wait, but you can get one step ahead. The same technique works with more than two slots.
* For some things like sampler or Shader Resource View state, you could be setting very large numbers of them at the same time, but chances are you aren’t. You don’t want to reserve state space for 2\*128 active textures just because you’re keeping track of 2 in-flight state sets so you might need it. For such cases, you can use a kind of register renaming scheme – have a pool of 128 physical texture descriptors. If someone actually needs 128 textures in one shader, then state changes are gonna be slow. (Tough break). But in the more likely case of an app using less than 20 textures, you have quite some headroom to keep multiple versions around.

This is not meant to be a comprehensive list – but the main point is that something that looks as simple as changing a variable in your app (and even in the UMD/KMD and the command buffer for that matter!) might actually need a nontrivial amount of supporting hardware behind it just to prevent it from slowing things down.

### Synchronization

Finally, the last family of commands deals with CPU/GPU and GPU/GPU synchronization.

Generally, all of these have the form “if event X happens, do Y”. I’ll deal with the “do Y” part first – there’s two sensible options for what Y can be here: it can be a push-model notification where the GPU yells at the CPU to do something right now (“Oi! CPU! I’m entering the vertical blanking interval on display 0 right now, so if you want to flip buffers without tearing, this would be the time to do it!”), or it can be a pull-model thing where the GPU just memorizes that something happened and the CPU can later ask about it (“Say, GPU, what was the most recent command buffer fragment you started processing?” – “Let me check… sequence id 303.”). The former is typically implemented using interrupts and only used for infrequent and high-priority events because interrupts are fairly expensive. All you need for the latter is some CPU-visible GPU registers and a way to write values into them from the command buffer once a certain event happens.

Say you have 16 such registers. Then you could assign currentCommandBufferSeqId to register 0. You assign a sequence number to every command buffer you submit to the GPU (this is in the KMD), and then at the start of each command buffer, you add a “If you get to this point in the command buffer, write to register 0”. And voila, now we know which command buffer the GPU is currently chewing on! And we know that the command processor finishes commands strictly in sequence, so if the first command in command buffer 303 was executed, that means all command buffers up to and including sequence id 302 are finished and can now be reclaimed by the KMD, freed, modified, or turned into a cheesy amusement park.

We also now have an example of what X could be: “if you get here” – perhaps the simplest example, but already useful. Other examples are “if all shaders have finished all texture reads coming from batches before this point in the command buffer” (this marks safe points to reclaim texture/render target memory), “if rendering to all active render targets/UAVs has completed” (this marks points at which you can actually safely use them as textures), “if all operations up to this point are fully completed”, and so on.

Such operations are usually called “fences”, by the way. There’s different methods of picking the values you write into the status registers, but as far as I am concerned, the only sane way to do it is to use a sequential counter for this (probably stealing some of the bits for other information). Yeah, I’m really just dropping that one piece of random information without any rationale whatsoever here, because I think you should know. I might elaborate on it in a later blog post (though not in this series) :).

So, we got one half of it – we can now report status back from the GPU to the CPU, which allows us to do sane memory management in our drivers (notably, we can now find out when it’s safe to actually reclaim memory used for vertex buffers, command buffers, textures and other resources). But that’s not all of it – there’s a puzzle piece missing. What if we need to synchronize purely on the GPU side, for example? Let’s go back to the render target example. We can’t use that as a texture until the rendering is actually finished (and some other steps have taken place – more details on that once I get to the texturing units). The solution is a “wait”-style instruction: “Wait until register M contains value N”. This can either be a compare for equality, or less-than (note you need to deal with wraparounds here!), or more fancy stuff – I’m just going with equals for simplicity. This allows us to do the render target sync before we submit a batch. It also allows us to build a full GPU flush operation: “Set register 0 to ++seqId if all pending jobs finished” / “Wait until register 0 contains seqId”. Done and done. GPU/GPU synchronization: solved – and until the introduction of DX11 with Compute Shaders that have another type of more fine-grained synchronization, this was usually the only synchronization mechanism you had on the GPU side. For regular rendering, you simply don’t need more.

By the way, if you can write these registers from the CPU side, you can use this the other way too – submit a partial command buffer including a wait for a particular value, and then change the register from the CPU instead of the GPU. This kind of thing can be used to implement D3D11-style multithreaded rendering where you can submit a batch that references vertex/index buffers that are still locked on the CPU side (probably being written to by another thread). You simply stuff the wait just in front of the actual render call, and then the CPU can change the contents of the register once the vertex/index buffers are actually unlocked. If the GPU never got that far in the command buffer, the wait is now a no-op; if it did, it spend some (command processor) time spinning until the data was actually there. Pretty nifty, no? Actually, you can implement this kind of thing even without CPU-writeable status registers if you can modify the command buffer after you submit it, as long as there’s a command buffer “jump” instruction. The details are left to the interested reader :)

Of course, you don’t necessarily need the set register/wait register model; for GPU/GPU synchronization, you can just as simply have a “rendertarget barrier” instruction that makes sure a rendertarget is safe to use, and a “flush everything” command. But I like the set register-style model more because it kills two birds (back-reporting of in-use resources to the CPU, and GPU self-synchronization) with one well-designed stone.

**Update:** Here, I’ve drawn [a diagram](http://www.farbrausch.de/~fg/gpu/command_processor.jpg) for you. It got a bit convoluted so I’m going to lower the amount of detail in the future. The basic idea is this: The command processor has a FIFO in front, then the command decode logic, execution is handled by various blocks that communicate with the 2D unit, 3D front-end (regular 3D rendering) or shader units directly (compute shaders), then there’s a block that deals with sync/wait commands (which has the publicly visible registers I talked about), and one unit that handles command buffer jumps/calls (which changes the current fetch address that goes to the FIFO). And all of the units we dispatch work to need to send us back completion events so we know when e.g. textures aren’t being used anymore and their memory can be reclaimed.

### Closing remarks

Next step down is the first one doing any actual rendering work. Finally, only 3 parts into my series on GPUs, we actually start looking at some vertex data! (No, no triangles being rasterized yet. That will take some more time).

Actually, at this stage, there’s already a fork in the pipeline; if we’re running compute shaders, the next step would already be … running compute shaders. But we aren’t, because compute shaders are a topic for later parts! Regular rendering pipeline first.

Small disclaimer: Again, I’m giving you the broad strokes here, going into details where it’s necessary (or interesting), but trust me, there’s a lot of stuff that I dropped for convenience (and ease of understanding). That said, I don’t think I left out anything really important. And of course I might’ve gotten some things wrong. If you find any bugs, tell me!

Until the next part…

# A trip through the Graphics Pipeline 2011, part 3
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This post is part of the series [*“A trip through the Graphics Pipeline 2011”*](https://fgiesen.wordpress.com/2011/07/09/a-trip-through-the-graphics-pipeline-2011-index/).

At this point, we’ve sent draw calls down from our app all the way through various driver layers and the command processor; now, finally we’re actually going to do some graphics processing on it! In this part, I’ll look at the vertex pipeline. But before we start…

### Have some Alphabet Soup!

We’re now in the 3D pipeline proper, which in turn consists of several stages, each of which does one particular job. I’m gonna give names to all the stages I’ll talk about – mostly sticking with the “official” D3D10/11 names for consistency – plus the corresponding acronyms. We’ll see all of these eventually on our grand tour, but it’ll take a while (and several more parts) until we see most of them – seriously, I made a small outline of the ground I want to cover, and this series will keep me busy for at least 2 weeks! Anyway, here goes, together with a one-sentence summary of what each stage does.

* IA — Input Assembler. Reads index and vertex data.
* VS — Vertex shader. Gets input vertex data, writes out processed vertex data for the next stage.
* PA — Primitive Assembly. Reads the vertices that make up a primitive and passes them on.
* HS — Hull shader; accepts patch primitives, writes transformed (or not) patch control points, inputs for the domain shader, plus some extra data that drives tessellation.
* TS — Tessellator stage. Creates vertices and connectivity for tessellated lines or triangles.
* DS — Domain shader; takes shaded control points, extra data from HS and tessellated positions from TS and turns them into vertices again.
* GS — Geometry shader; inputs primitives, optionally with adjacency information, then outputs different primitives. Also the primary hub for…
* SO — Stream-out. Writes GS output (i.e. transformed primitives) to a buffer in memory.
* RS — Rasterizer. Rasterizes primitives.
* PS — Pixel shader. Gets interpolated vertex data, outputs pixel colors. Can also write to UAVs (unordered access views).
* OM — Output merger. Gets shaded pixels from PS, does alpha blending and writes them back to the backbuffer.
* CS — Compute shader. In its own pipeline all by itself. Only input is constant buffers+thread ID; can write to buffers and UAVs.

And now that that’s out of the way, here’s a list of the various data paths I’ll be talking about, in order: (I’ll leave out the IA, PA, RS and OM stages in here, since for our purposes they don’t actually do anything to the data, they just rearrange/reorder it – i.e. they’re essentially glue)

1. VS→PS: Ye Olde Programmable Pipeline. In D3D9, this was all you got. Still the most important path for regular rendering by far. I’ll go through this from beginning to end then double back to the fancier paths once I’m done.
2. VS→GS→PS: Geometry Shading (new with D3D10).
3. VS→HS→TS→DS→PS, VS→HS→TS→DS→GS→PS: Tessellation (new in D3D11).
4. VS→SO, VS→GS→SO, VS→HS→TS→DS→GS→SO: Stream-out (with and without tessellation).
5. CS: Compute. New in D3D11.

And now that you know what’s coming up, let’s get started on vertex shaders!

### Input Assembler stage

The very first thing that happens here is loading indices from the index buffer – if it’s an indexed batch. If not, just pretend it was an identity index buffer (0 1 2 3 4 …) and use that as index instead. If there is an index buffer, its contents are read from memory at this point – not directly though, the IA usually has a data cache to exploit locality of index/vertex buffer access. Also note that index buffer reads (in fact, all resource accesses in D3D10+) are bounds checked; if you reference elements outside the original index buffer (for example, issue a DrawIndexed with IndexCount == 6 from a 5-index buffer) all out-of-bounds reads return zero. Which (in this particular case) is completely useless, but well-defined. Similarly, you can issue a DrawIndexed with a NULL index buffer set – this behaves the same way as if you had an index buffer of size zero set, i.e. all reads are out-of-bounds and hence return zero. With D3D10+, you have to work some more to get into the realm of undefined behavior. :)

Once we have the index, we have all we need to read both per-vertex and per-instance data (the current instance ID is just another counter, fairly straightforward, at this stage anyway) from the input vertex streams. This is fairly straightforward – we have a declaration of the data layout; just read it from the cache/memory and unpack it into the float format that our shader cores want for input. However, this read isn’t done immediately; the hardware is running a cache of shaded vertices, so that if one vertex is referenced by multiple triangles (and in a fully regular closed triangle mesh, each vertex will be referenced by about 6 tris!) it doesn’t need to be shaded every time – we just reference the shaded data that’s already there!

### Vertex Caching and Shading

Note: The contents of this section are, in part, guesswork. They’re based on public comments made by people “in the know” about current GPUs, but that only gives me the “what”, not the “why”, so there’s some extrapolation here. Also, I’m simply guessing some of the details here. That said, I’m not talking completely out of my ass here – I’m confident that what I’m describing here is both reasonable and works (in the general sense), I just can’t guarantee that it’s actually that way in real HW or that I didn’t miss any tricky details. :)

Anyway. For a long time (up to and including the shader model 3.0 generation of GPUs), vertex and pixel shaders were implemented with different units that had different performance trade-offs, and vertex caches were a fairly simple affair: usually just a FIFO for a small number (think one or two dozen) of vertices, with enough space for a worst-case number of output attributes, using the vertex index as a tag. As said, fairly straightforward stuff.

And then unified shaders happened. If you unify two types of shaders that used to be different, the design is necessarily going to be a compromise. So on the one hand, you have vertex shaders, which (at that time) touched maybe up to 1 million vertices a frame in normal use. On the other hand you had pixel shaders, which at 1920×1200 need to touch at least 2.3 million pixels a frame just to fill the whole screen once – and a lot more if you want to render anything interesting. So guess which of the two units ended up pulling the short straw?

Okay, so here’s the deal: instead of the vertex shader units of old that shaded more or less one vertex at a time, you now have a huge beast of a unified shader unit that’s designed for maximum throughput, not latency, and hence wants large batches of work (How large? Right now, the magic number seems to be between 16 and 64 vertices shaded in one batch).

So you need between 16-64 vertex cache misses until you can dispatch one vertex shading load, if you don’t want to shade inefficiently. But the whole FIFO thing doesn’t really play ball with this idea of batching up vertex cache misses and shading them in one go. The problem is this: if you shade a whole batch of vertices at once, that means you can only actually start assembling triangles once all those vertices have finished shading. At which point you’ve just added a whole batch (let’s just say 32 here and in the following) of vertices to the end of the FIFO, which means 32 old vertices now fell out – but each of these 32 vertices might’ve been a vertex cache hit for one of the triangles in the current batch we’re trying to assemble! Uh oh, that doesn’t work. Clearly, we can’t actually count the 32 oldest verts in the FIFO as vertex cache hits, because by the time we want to reference them they’ll be gone! Also, how big do we want to make this FIFO? If we’re shading 32 verts in a batch, it needs to be at least 32 entries large, but since we can’t use the 32 oldest entries (since we’ll be shifting them out), that means we’ll effectively start with an empty FIFO on every batch. So, make it bigger, say 64 entries? That’s pretty big. And note that every vertex cache lookup involves comparing the tag (vertex index) against all tags in the FIFO – this is fully parallel, but it also a power hog; we’re effectively implementing a fully associative cache here. Also, what do we do between dispatching a shading load of 32 vertices and receiving results – just wait? This shading will take a few hundred cycles, waiting seems like a stupid idea! Maybe have two shading loads in flight, in parallel? But now our FIFO needs to be at least 64 entries long, and we can’t count the last 64 entries as vertex cache hits, since they’ll be shifted out by the time we receive results. Also, one FIFO vs. lots of shader cores? [Amdahl’s law](http://en.wikipedia.org/wiki/Amdahl%27s_law) still holds – putting one strictly serial component in a pipeline that’s otherwise completely parallel is a surefire way to make it the bottleneck.

This whole FIFO thing really doesn’t adapt well to this environment, so, well, just throw it out. Back to the drawing board. What do we actually want to do? Get a decently-sized batch of vertices to shade, and not shade vertices (much) more often than necessary.

So, well, keep it simple: Reserve enough buffer space for 32 vertices (=1 batch), and similarly cache tag space for 32 entries. Start with an empty “cache”, i.e. all entries invalid. For every primitive in the index buffer, do a lookup on all the indices; if it’s a hit in the cache, fine. If it’s a miss, allocate a slot in the current batch and add the new index to the cache tag array. Once we don’t have enough space left to add a new primitive anymore, dispatch the whole batch for vertex shading, save the cache tag array (i.e. the 32 indices of the vertices we just shaded), and start setting up the next batch, again from an empty cache – ensuring that the batches are completely independent.

Each batch will keep a shader unit busy for some while (probably at least a few hundred cycles!). But that’s no problem, because we got plenty of them – just pick a different unit to execute each batch! Presto parallelism. We’ll eventually get the results back. At which point we can use the saved cache tags and the original index buffer data to assemble primitives to be sent down the pipeline (this is what “primitive assembly” does, which I’ll cover in the later part).

By the way, when I say “get the results back”, what does that mean? Where do they end up? There’s two major choices: 1. specialized buffers or 2. some general cache/scratchpad memory. It used to be 1), with a fixed organization designed around vertex data (with space for 16 float4 vectors of attributes per vertex and so on), but lately GPUs seem to be moving towards 2), i.e. “just memory”. It’s more flexible, and has the distinct advantage that you can use this memory for other shader stages, whereas things like specialized vertex caches are fairly useless for the pixel shading or compute pipeline, to give just one example.

**Update**: And here’s a [picture](http://www.farbrausch.de/~fg/gpu/vertex_shade.jpg) of the vertex shading dataflow as described so far.

### Shader Unit internals

Short versions: It’s pretty much what you’d expect from looking at disassembled HLSL compiler output (fxc /dumpbin is your friend!). Guess what, it’s just processors that are really good at running that kind of code, and the way that kind of thing is done in hardware is building something that eats something fairly close to shader bytecode, in spirit anyway. And unlike the stuff that I’ve been talking about so far, it’s fairly well documented too – if you’re interested, just check out conference presentations from AMD and NVidia or read the documentation for the CUDA/Stream SDKs.

Anyway, here’s the executive summary: fast ALU mostly built around a FMAC (Floating Multiply-ACcumulate) unit, some HW support for (at least) reciprocal, reciprocal square root, log2, exp2, sin, cos, optimized for high throughput and high density not low latency, running a high number of threads to cover said latency, fairly small number of registers per thread (since you’re running so many of them!), very good at executing straight-line code, bad at branches (especially if they’re not coherent).

All that is common to pretty much all implementations. There’s some differences, too; AMD hardware used to stick directly with the 4-wide SIMD implied by the HLSL/GLSL and shader bytecode (even though they seem to be moving away from that lately), while NVidia decided to rather turn the 4-way SIMD into scalar instructions a while back. Again though, all that’s on the Web already!

What’s interesting to note though is the differences between the various shader stages. The short version is that really are rather few of them; for example, all the arithmetic and logic instructions are exactly the same across all stages. Some constructs (like derivative instructions and interpolated attributes in pixel shaders) only exist in some stages; but mostly, the differences are just what kind (and format) of data are passed in and out.

There’s one special bit related to shaders though that’s a big enough subject to deserve a part on its own. That bit is texture sampling (and texture units). Which, it turns out, will be our topic next time! See you then.

### Closing remarks

Again, I repeat my disclaimer from the “Vertex Caching and Shading” section: Part of that is conjecture on my part, so take it with a grain of salt. Or maybe a pound. I don’t know.

I’m also not going into any detail on how scratch/cache memory is managed; the buffer sizes depend (primarily) on the size of batches you process and the number of vertex output attributes you expect. Buffer sizing and management is really important for performance, but I can’t meaningfully explain it here, nor do I want to; while interesting, this stuff is very specific to whatever hardware you’re talking about, and not really very insightful.
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July 4, 2011

This post is part of the series [*“A trip through the Graphics Pipeline 2011”*](https://fgiesen.wordpress.com/2011/07/09/a-trip-through-the-graphics-pipeline-2011-index/).

Welcome back. Last part was about vertex shaders, with some coverage of GPU shader units in general. Mostly, they’re just vector processors, but they have access to one resource that doesn’t exist in other vector architectures: Texture samplers. They’re an integral part of the GPU pipeline and are complicated (and interesting!) enough to warrant their own article, so here goes.

### Texture state

Before we start with the actual texturing operations, let’s have a look at the API state that drives texturing. In the D3D11 part, this is composed of 3 distinct parts:

1. The sampler state. Filter mode, addressing mode, max anisotropy, stuff like that. This controls how texture sampling is done in a general way.
2. The underlying texture resource. This boils down to a pointer to the raw texture bits in memory. The resource also determines whether it’s a single texture or a texture array, what multisample format the texture has (if any), and the physical layout of the texture bits – i.e. at the resource level, it’s not yet decided how the values in memory are to be interpreted exactly, but their memory layout is nailed down.
3. The shader resource view (SRV for short). This determines how the texture bits are to be interpreted by the sampler. In D3D10+, the resource view links to the underlying resource, so you never specify the resource explicitly.

Most of the time, you will create a texture resource with a given format, let’s say RGBA, 8 bits per component, and then just create a matching SRV. But you can also create a texture as “8 bits per component, typeless” and then have several different SRVs for the same resource that read the underlying data in different formats, e.g. once as UNORM8\_SRGB (unsigned 8-bit value in sRGB space that gets mapped to float 0..1) and once as UINT8 (unsigned 8-bit integer).

Creating the extra SRV seems like an annoying extra step at first, but the point is that this allows the API runtime to do all type checking at SRV creation time; if you get a valid SRV back, that means the SRV and resource formats are compatible, and no further type checking needs to be done while that SRV exists. In other words, it’s all about API efficiency here.

Anyway, at the hardware level, what this boils down to is just a bag of state associated with a texture sampling operation – sampler state, texture/format to use, etc. – that needs to get kept somewhere (see [part 2](https://fgiesen.wordpress.com/2011/07/02/a-trip-through-the-graphics-pipeline-2011-part-2/) for an explanation of various ways to manage state in a pipelined architecture). So again, there’s various methods, from “pipeline flush every time any state changes” to “just go completely stateless in the sampler and send the full set along with every texture request”, with various options inbetween. It’s nothing you need to worry about – this is the kind of thing where HW architects whip up a cost-benefit analysis, simulate a few workloads and then take whichever method comes out ahead – but it’s worth repeating: as PC programmer, don’t assume the HW adheres to any particular model.

Don’t assume that texture switches are expensive – they might be fully pipelined with stateless texture samplers so they’re basically free. But don’t assume they’re completely free either – maybe they are not fully pipelined or there’s a cap on the maximum number of different sets of texture states in the pipeline at any given time. Unless you’re on a console with fixed hardware (or you hand-optimize your engine for every generation of graphics HW you’re targeting), there’s just no way to tell. So when optimizing, do the obvious stuff – sort by material where possible to avoid unnecessary state changes and the like – which certainly saves you some API work at the very least, and then leave it at that. Don’t do anything fancy based on any particular model of what the HW is doing, because it can (and will!) change in the blink of an eye between HW generations.

### Anatomy of a texture request

So, how much information do we need to send along with a texture sample request? It depends on the texture type and which kind of sampling instruction we’re using. For now, let’s assume a 2D texture. What information do we need to send if we want to do a 2D texture sample with, say, up to 4x anisotropic sampling?

* The 2D texture coordinates – 2 floats, and sticking with the D3D terminology in this series, I’m going to call them u/v and not s/t.
* The partial derivatives of u and v along the screen “x” direction: ![\frac{\partial u}{\partial x}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAVBAMAAACEd8K6AAAAMFBMVEX59/VERES9u7rIx8Wwr63g393V09Kko6J0c3Pt6+lcW1tnZ2aMi4t/f36Yl5bLyshn/W4pAAAAbElEQVQIHWNgUHZlAAG2Ag4wzTmBIwDML7L6cmAuA0M0g6Flgx4Dw3EGXRaHwwwMlxmu8gSsTGCwm67AVHJlAgOnAVgbnBCEADgfj/kBTk8ugMxnDVigADKfge0C2Hy2cAcDkPksJU8CYOYDAPNBHF4d0VtdAAAAAElFTkSuQmCC), ![\frac{\partial v}{\partial x}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAVBAMAAACEd8K6AAAALVBMVEX59/VERES9u7rIx8Wwr63g393V09Kko6J0c3Pt6+lcW1tnZ2aMi4t/f36Yl5Y45SGQAAAAZklEQVQIHWNgUHZlAAG2Ag4wzTmBIwDML7IK9WFXYIhmMGSewerAcJxBl8GdLYDhMsNVhmtMDAx20xUY1IFaOQ3A2uCEIATA+XjMD9HzZQCZH8oFNA9kfi5QF9D81BJmsPnufgjzAa1ZFRJrEbIvAAAAAElFTkSuQmCC).
* Similarly, we need the partial derivative in the “y” direction too: ![\frac{\partial u}{\partial y}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAWBAMAAAAC47AUAAAAMFBMVEX59/VERES9u7rIx8Wwr63g393V09Kko6J0c3Pt6+lcW1tnZ2aMi4t/f36Yl5bLyshn/W4pAAAAdklEQVQIHWNgUHZlAAG2Ag4wzTmBIwDML7L6cmAuA0M0g6Flgx4Dw3EGXRaHwwwMlxmu8gSsTGCwm67AVHJlAgOnAVgbnBCEADgfj/mhPpwXQOYzz2B6ADKfQYXHAGQ+w1FuBpD5DOoVDCDzORWKwMaxljgwAAClcxvOAfmv8gAAAABJRU5ErkJggg==), ![\frac{\partial v}{\partial y}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAWBAMAAAAC47AUAAAAMFBMVEX59/VERES9u7rIx8Wwr63g393V09Kko6J0c3Pt6+lcW1tnZ2aMi4t/f36Yl5bLyshn/W4pAAAAcklEQVQIHWNgUHZlAAG2Ag4wzTmBIwDML7IK9WFXYIhmMGSewerAcJxBl8GdLYDhMsNVhmtMDAx20xUY1IFaOQ3A2uCEIATA+XjM/3JgLgPIfMsGPQaQ+UwOhxlA5vMEbACbz1TeADZ/EtAZIBDuwsAAAN3TGVXtdn1tAAAAAElFTkSuQmCC).

So, that’s 6 floats for a fairly pedestrian 2D sampling request (of the SampleGrad variety) – probably more than you thought. The 4 gradient values are used both for mipmap selection and to choose the size and shape of the anisotropic filtering kernel. You can also use texture sampling instructions that explicitly specify a mipmap level (in HLSL, that would be SampleLevel) – these don’t need the gradients, just a single value containing the LOD parameter, but they also can’t do anisotropic filtering – the best you’ll get is trilinear! Anyway, let’s stay with those 6 floats for a while. That sure seems like a lot. Do we really need to send them along with every texture request?

The answer is: depends. In everything but Pixel Shaders, the answer is yes, we really have to (if we want anisotropic filtering that is). In Pixel Shaders, turns out we don’t; there’s a trick that allows Pixel Shaders to give you gradient instructions (where you can compute some value and then ask the hardware “what is the approximate screen-space gradient of this value?”), and that same trick can be employed by the texture sampler to get all the required partial derivatives just from the coordinates. So for a PS 2D “sample” instruction, you really only need to send the 2 coordinates which imply the rest, provided you’re willing to do some more math in the sampler units.

Just for kicks: What’s the worst-case number of parameters required for a single texture sample? In the current D3D11 pipeline, it’s a SampleGrad on a Cubemap array. Let’s see the tally:

* 3D texture coordinates – u, v, w: 3 floats.
* Cubemap array index: one int (let’s just bill that at the same cost as a float here).
* Gradient of (u,v,w) in the screen x and y directions: 6 floats.

For a total of 10 values per pixel sampled – that’s 40 bytes if you actually store it like that. Now, you might decide that you don’t need full 32 bits for all of this (it’s probably overkill for the array index and gradients), but it’s still a lot of data to be sending around.

In fact, let’s check what kind of bandwidth we’re talking about here. Let’s assume that most of our textures are 2D (with a few cubemaps thrown in), that most of our texture sampling requests come from the Pixel Shader with little to no texture samples in the Vertex Shader, and that the regular Sample-type requests are the most frequent, followed by SampleLevel (all of this is pretty typical for actual rendering you see in games). That means the average number of 32-bit floats values sent per pixel will be somewhere between 2 (u+v) and 3 (u+v+w / u+v+lod), let’s say 2.5, or 10 bytes.

Assume a medium resolution – say, 1280×720, which is about 0.92 million pixels. How many texture samples does your average game pixel shader have? I’d say at least 3. Let’s say we have a modest amount of overdraw, so during the 3D rendering phase, we touch each pixel on the screen roughly twice. And then we finish it off with a few texture-heavy full-screen passes to do post-processing. That probably adds at least another 6 samples per pixel, taking into account that some of that postprocessing will be done at a lower resolution. Add it all up and we have 0.92 \* (3\*2 + 6) = about 11 million texture samples per frame, which at 30 fps is about 330 million a second. At 10 bytes per request, that’s 3.3 GB/s just for texture request payloads. Lower bound, since there’s some extra overhead involved (we’ll get to that in a second). Note that I’m \*cough\* erring “a bit” on the low side with all of these numbers :). An actual modern game on a good DX11 card will run in significantly higher resolution, with more complex shaders than I listed, comparable amount of overdraw or even somewhat less (deferred shading/lighting to the rescue!), higher frame rate, and way more complex postprocessing – go ahead, do a quick back-of-the-envelope calculation how much texture request bandwidth a decent-quality SSAO pass in quarter-resolution with bilateral upsampling takes…

Point being, this whole texture bandwidth thing is not something you can just hand-wave away. The texture samplers aren’t part of the shader cores, they’re separate units some distance away on the chip, and shuffling multiple gigabytes per second around isn’t something that just happens by itself. This is an actual architectural issue – and it’s a good thing we don’t use SampleGrad on Cubemap arrays for everything :)

### But who asks for a single texture sample?

The answer is of course: No one. Our texture requests are coming from shader units, which we know process somewhere between 16 and 64 pixels / vertices / control points / … at once. So our shaders won’t be sending individual texture samples, they’ll dispatch a bunch of them at once. This time, I’ll use 16 as the number – simply because the 32 I chose last time is non-square, which just seems weird when talking about 2D texture requests. So, 16 texture requests at once – build that texture request payload, add some command fields at the start so the sampler knows what to do, add some more fields so the sampler knows which texture and sampler state to use (again, see the remarks above on state), and send that off to a texture sampler somewhere.

This will take a while.

No, seriously. Texture samplers have a seriously long pipeline (we’ll soon see why); a texture sampling operation takes way too long for a shader unit to just sit idle for all that time. Again, say it with me: throughput. So what happens is that on a texture sample, a shader unit will just quietly switch to another thread/batch and do some other work, then switch back a while later when the results are there. Works just fine as long as there’s enough independent work for the shader units to do!

### And once the texture coordinates arrive…

Well, there’s a bunch of computations to be done first: (In here and the following, I’m assuming a simple bilinear sample; trilinear and anisotropic take some more work, see below).

* If this is a Sample or SampleBias-type request, calculate texture coordinate gradients first.
* If no explicit mip level was given, calculate the mip level to be sampled from the gradients and add the LOD bias if specified.
* For each resulting sample position, apply the address modes (wrap / clamp / mirror etc.) to get the right position in the texture to sample from, in normalized [0,1] coordinates.
* If this is a cubemap, we also need to determine which cube face to sample from (based on the absolute values and signs of the u/v/w coordinates), and do a division to project the coordinates onto the unit cube so they are in the [-1,1] interval. We also need to drop one of the 3 coordinates (based on the cube face) and scale/bias the other 2 so they’re in the same [0,1] normalized coordinate space we have for regular texture samples.
* Next, take the [0,1] normalized coordinates and convert them into fixed-point pixel coordinates to sample from – we need some fractional bits for the bilinear interpolation.
* Finally, from the integer x/y/z and texture array index, we can now compute the address to read texels from. Hey, at this point, what’s a few more multiplies and adds among friends?

If you think it sounds bad summed up like that, let me take remind you that this is a simplified view. The above summary doesn’t even cover fun issues such as texture borders or sampling cubemap edges/corners. Trust me, it may sound bad now, but if you were to actually write out the code for everything that needs to happen here, you’d be positively horrified. Good thing we have dedicated hardware to do it for us. :) Anyway, we now have a memory address to get data from. And wherever there’s memory addresses, there’s a cache or two nearby.

### Texture cache

Everyone seems to be using a two-level texture cache these days. The second-level cache is a completely bog-standard cache that happens to cache memory containing texture data. The first-level cache is not quite as standard, because it’s got additional smarts. It’s also smaller than you probably expect – on the order of 4-8kb per sampler. Let’s cover the size first, because it tends to come as a surprise to most people.

The thing is this: Most texture sampling is done in Pixel Shaders with mip-mapping enabled, and the mip level for sampling is specifically chosen to make the screen pixel:texel ratio roughly 1:1 – that’s the whole point. But this means that, unless you happen to hit the exact same location in a texture again and again, each texture sampling operation will miss about 1 texel on average – the actual measured value with bilinear filtering is around 1.25 misses/request (if you track pixels individually). This value stays more or less unchanged for a long time even as you change texture cache size, and then drops dramatically as soon as your texture cache is large enough to contain the whole texture (which usually is between a few hundred kilobytes and several megabytes, totally unrealistic sizes for a L1 cache).

Point being, any texture cache whatsoever is a massive win (since it drops you down from about 4 memory accesses per bilinear sample down to 1.25). But unlike with a CPU or shared memory for shader cores, there’s very little gain in going from say 4k of cache to 16k; we’re streaming larger texture data through the cache no matter what.

Second point: Because of the 1.25 misses/sample average, texture sampler pipelines need to be long enough to sustain a full read from memory per sample without stalling. Let me phrase that differently: texture sampler pipes are long enough to not stall for a memory read even though it takes 400-800 cycles. That’s one seriously long pipeline right there – and it really is a pipeline in the literal sense, handing data from one pipeline register to the next for a few hundred cycles without any processing until the memory read is completed.

So, small L1 cache, long pipeline. What about the “additional smarts”? Well, there’s compressed texture formats. The ones you see on PC – S3TC aka DXTC aka BC1-3, then BC4 and 5 which were introduced with D3D10 and are just variations on DXT, and finally BC6H and 7 which were introduced with D3D11 – are all block-based methods that encode blocks of 4×4 pixels individually. If you decode them during texture sampling, that means you need to be able to decode up to 4 such blocks (if your 4 bilinear sample points happen to land in the worst-case configuration of straddling 4 blocks) per cycle and get a single pixel from each. That, frankly, just sucks. So instead, the 4×4 blocks are decoded when it’s brought into the L1 cache: in the case of BC3 (aka DXT5), you fetch one 128-bit block from texture L2, and then decode that into 16 pixels in the texture cache. And suddenly, instead of having to partially decode up to 4 blocks per sample, you now only need to decode 1.25/(4\*4) = about 0.08 blocks per sample, at least if your texture access patterns are coherent enough to hit the other 15 pixels you decoded alongside the one you actually asked for :). Even if you only end up using part of it before it goes out of L1 again, that’s still a massive improvement. Nor is this technique limited to DXT blocks; you can handle most of the differences between the >50 different texture formats required by D3D11 in your cache fill path, which is hit about a third as often as the actual pixel read path – nice. For example, things like UNORM sRGB textures can be handled by converting the sRGB pixels into a 16-bit integer/channel (or 16-bit float/channel, or even 32-bit float if you want) in the texture cache. Filtering then operates on that, properly, in linear space. Mind that this does end up increasing the footprint of texels in the L1 cache, so you might want to increase L1 texture size; not because you need to cache more texels, but because the texels you cache are fatter. As usual, it’s a trade-off.

### Filtering

And at this point, the actual bilinear filtering process is fairly straightforward. Grab 4 samples from the texture cache, use the fractional positions to blend between them. That’s a few more of our usual standby, the multiply-accumulate unit. (Actually a lot more – we’re doing this for 4 channels at the same time…)

Trilinear filtering? Two bilinear samples and another linear interpolation. Just add some more multiply-accumulates to the pile.

Anisotropic filtering? Now that actually takes some extra work earlier in the pipe, roughly at the point where we originally computed the mip-level to sample from. What we do is look at the gradients to determine not just the area but also the shape of a screen pixel in texel space; if it’s roughly as wide as it is high, we just do a regular bilinear/trilinear sample, but if it’s elongated in one direction, we do several samples across that line and blend the results together. This generates several sample positions, so we end up looping through the full bilinear/trilinear pipeline several times, and the actual way the samples are placed and their relative weights are computed is a closely guarded secret for each hardware vendor; they’ve been hacking at this problem for years, and by now both converged on something pretty damn good at reasonable hardware cost. I’m not gonna speculate what it is they’re doing; truth be told, as a graphics programmer, you just don’t need to care about the underlying anisotropic filtering algorithm as long as it’s not broken and produces either terrible artifacts or terrible slowdowns.

Anyway, aside from the setup and the sequencing logic to loop over the required samples, this does not add a significant amount of computation to the pipe. At this point we have enough multiply-accumulate units to compute the weighted sum involved in anisotropic filtering without a lot of extra hardware in the actual filtering stage. :)

### Texture returns

And now we’re almost at the end of the texture sampler pipe. What’s the result of all this? Up to 4 values (r, g, b, a) per texture sample requested. Unlike texture requests where there’s significant variation in the size of requests, here the most common case by far is just the shader consuming all 4 values. Mind you, sending 4 floats back is nothing to sneeze at from a bandwidth point of view, and again you might want to shave bits in some case. If your shader is sampling a 32-bit float/channel texture, you’d better return 32-bit floats, but if it’s reading a 8-bit UNORM SRGB texture, 32 bit returns are just overkill, and you can save bandwidth by using a smaller format on the return path.

And that’s it – the shader unit now has its texture sampling results back and can resume working on the batch you submitted – which concludes this part. See you again in the next installment, when I talk about the work that needs to be done before we can actually start rasterizing primitives. **Update**: And here’s a [picture](http://www.farbrausch.de/~fg/gpu/texture_sample.jpg) of the texture sampling pipeline, including an amusing mistake that I’ve fixed in post like a pro!

### The usual post-script

This time, no big disclaimers. The numbers I mentioned in the bandwidth example are honestly just made up on the spot since I couldn’t be arsed to look up some actual figures for current games :), but other than that, what I describe here should be pretty close to what’s on your GPU right now, even though I hand-waved past some of the corner cases in filtering and such (mainly because the details are more nauseating than they are enlightening).

As for texture L1 cache containing decompressed texture data, to the best of my knowledge this is accurate for current hardware. Some older HW would keep some formats compressed even in L1 texture cache, but because of the “1.25 misses/sample for a large range of cache sizes” rule, that’s not a big win and probably not worth the complexity. I think that stuff’s all gone now.

An interesting bit are embedded/power-optimized graphics chips, e.g. PowerVR; I’ll not go into these kinds of chips much in this series since my focus here is on the high-performance parts you see in PCs, but I have some notes about them in the comments for previous parts if you’re interested. Anyway, the PVR chips have their own texture compression format that’s not block-based and very tightly integrated with their filtering hardware, so I would assume that they do keep their textures compressed even in L1 texture cache (actually, I don’t know if they even have a second cache level!). It’s an interesting method and probably at a fairly sweet spot in terms of useful work done per area and energy consumed. But I think the “depack to L1 cache” method gives higher throughput overall, and as I can’t mention often enough, it’s all about throughput on high-end PC GPUs :)

# A trip through the Graphics Pipeline 2011, part 5

July 5, 2011

This post is part of the series [*“A trip through the Graphics Pipeline 2011”*](https://fgiesen.wordpress.com/2011/07/09/a-trip-through-the-graphics-pipeline-2011-index/).

After the last post about texture samplers, we’re now back in the 3D frontend. We’re done with vertex shading, so now we can start actually rendering stuff, right? Well, not quite. You see, there’s a bunch still left to do before we actually start rasterizing primitives. So much so in fact that we’re not going to see any rasterization in this post – that’ll have to wait until next time.

### Primitive Assembly

When we left the vertex pipeline, we had just gotten a block of shaded vertices back from the shader units, with the implicit promise that this block contains an integral number of primitives – i.e., we don’t allow triangles, lines or patches to be split across multiple blocks. This is important, because it means we can truly treat each block independently and never need to buffer more than one block of shader output – we can, of course, but we don’t have to.

The next step is to assemble all the vertices belonging to a single primitive (hence “primitive assembly”). If that primitive happens to be a point, this just reads exactly one vertex and passes it on. If it’s lines, it reads two vertices. If it’s triangles, three. And so on for patches with larger numbers of control points.

In short, all that happens here is that we gather vertices. We can either do this by reading the original index buffer and keeping a copy of our vertex index->cache position map around (as I described), or we can store the indices for the fully expanded primitives along with the shaded vertex data, which might take a bit more space for the output buffer but means we don’t have to read the indices again here. Either way works fine.

And now we have expanded out all the vertices that make up a primitive. In other words, we now have complete triangles, not just a bunch of vertices. So can we rasterize them already? Not quite.

### Viewport culling and clipping

Oh yeah, that. Yeah, I guess we’d better do that first, huh? This is one part of pipeline that really does exactly what you’d expect, pretty much the way you would expect it too (i.e. the way it’s explained in the docs). So I’m not gonna explain polygon clipping in general here, you can look that up in any computer graphics textbook, although most make a terrible mess of it; if you want a good explanation, use Jim Blinn’s (chapter 13 of [this book](http://www.amazon.com/Jim-Blinns-Corner-Graphics-Pipeline/dp/1558603875)), although you probably want to pass on his alternative [0,w] clip space these days, to avoid confusion if nothing else.

Anyway, clipping. The short version is this: Your vertex shader returns vertex positions on homogeneous clip space. Clip space is chosen to make the equations that describe the view frustum as simple as possible; in the case of D3D, they are ![-w \le x \le w](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFkAAAAOBAMAAAC2rq3TAAAAMFBMVEX59/VERESwr61/f37g3929u7qko6LIx8WMi4vt6+lPT0/V09JcW1t0c3OYl5ZnZ2YblrAvAAABAklEQVQoFWNgwASsDqhiIahcVB7TJVS+rgIqH4XHdhWFy5AbgMpH4c27jsLlfFuAwgdzWNUYKjhXApkzrKGSod0aQHWczRsg/KAE9oZZE6By2/cwtDFcAXLyobKsDM18QCbbb4gC7uoDHAm8DgzKxkDg4PCO4QhDAlCG83EBWJ6F4TuYnmcO4fI94HFgAzNBxBLOBWDVDJwwXwlA5KZBPM3lMIsBrpplAesFzgCIvC6YZv/AAuEygZV7McQyTIUIMDCwHOAzYIVxYh0YGPYxN8D4rCD/+DA8ZoCaBuQ9DTdVgakG0RUlrQrIfL7Q4iAHZAEy2BodQIAwhAnEbSHDHJAWAFEHNr8K5nInAAAAAElFTkSuQmCC), ![-w \le y \le w](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFkAAAAOBAMAAAC2rq3TAAAAMFBMVEX59/VERESwr61/f37g3929u7qko6LIx8WMi4vt6+lPT0/V09JcW1t0c3OYl5ZnZ2YblrAvAAABB0lEQVQoFW2MvUrDUBiGXySJnqbmJirSpVCUTl2+WRykoF1ayA2UFroILl1aHLsIkkEzZHFzc7BDBy9AxNJVKK7SS+h3cvL3xZ4h5zzP8xLg/7FJuBKKBhx8CVFC0QBnJUQJRQOe1kKU0DT7FLfqhd+P7Uw8FxAd/3ASzE3D2wIzfDMMX415X6BWQPdueeQfE2rnfIj+8AGfs9qM4jmLswJa3k+VnLjoT6TCeA01uIplhEjfKVYoQLa2QvtTmRka+rZCN9RrGMQF+ngwguPSa9op9Alwt94kYY24xAbJ35h+u62TpJpr2ssjG+963CExkBBI3Ev1ez4EBPOW7inu3ebSuRnlkL125g46hs7GvCEAAAAASUVORK5CYII=), ![0 \le z \le w](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEkAAAAPBAMAAABaXP+eAAAAMFBMVEX59/VERESwr62ko6K9u7qYl5ZcW1vg391PT0/t6+nV09LIx8V0c3OMi4t/f35nZ2bkOiN5AAAA4UlEQVQoFWNgUFJmIAyYDFgCoKpYClCUI3PZChgaIJJMh1AUoXAnMjBIgWWZj6AoQuUuZGBoAUlPPY2iCI27kYEhCSg/9xVUUdnP2chcJwPuCzMmMEBV2S+AqtJc5ABkwbhcuxJ4DXgKGKA2csZtgCrjAtEwLjtrAFsBMwPDxAkQ13PaOICVcUKCA8blKJjBAFQFDAkBsDSDDlhZJQM01CDcCgYfhikMDEwBTAYQVQw+QHkuk1nIXIYyhjgGkG4TVagiMDWbpQ+Zy8Dqss8JajiKOD6O7l0gQGhC4+LTiZADAAUIM8Rqoi4YAAAAAElFTkSuQmCC), and ![0 < w](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAMBAMAAADmGDJDAAAALVBMVEX59/VERESwr62ko6K9u7qYl5ZcW1vg391PT0/t6+nV09LIx8WMi4t/f350c3PoWatjAAAAmUlEQVQYGWNgUFJmwARMBiwBmKJsBQwNmKITGRikoKKlE+DSCxkYWiCcPZZwQYaNDAxJYJ6uA4hiUWbYw9kJE+WMWQASZFi9jOEww3MGqAluBWBBhoJQhnQGA4aJE8C2cR+GWtXO2QAUBbpMAKSM/ShYNXsDywNOBwamACYDsGZOmw0gyQTWCyxA2kQVLAgkfCcAiRDvK+oMAMYIHaMg4V33AAAAAElFTkSuQmCC); note that all the last equation really does is exclude the homogeneous point (0,0,0,0), which is something of a degenerate case.

We first need to find out if the triangle is partially or even completely outside any of these clip planes. This can be done very efficiently using [Cohen-Sutherland](http://en.wikipedia.org/wiki/Cohen%E2%80%93Sutherland)-style out-codes. You compute the clip out-code (or just clip-code) for each vertex (this can be done at vertex shading time and stored along with the positions, for example). Then, for each primitive, the bitwise AND of the clip-codes will tell you all the view-frustum planes that all vertices in the primitive are on the wrong side of (if there’s any, that means the primitive is completely outside the view frustum and can be thrown away), and the bitwise OR of the clip-codes will tell you the planes that you need to clip the primitive against. Given the clipcodes, all this is just a few gates worth of hardware – simple stuff.

Additionally, the shaders can also generate a set of “cull distances” (a triangle will be discarded if any one cull distance for all vertices is less than zero), and a set of “clip distances” (which define additional clipping planes). These get considered for primitive rejection/clip testing too.

The actual clipping process, if invoked, can take one of two forms: we can either use an actual polygon clipping algorithm (which adds extra vertices and triangles), or we can add the clipping planes as extra edge equations to the rasterizer (if that sounds like gibberish to you, wait until the next part where I explain rasterization – it’ll ask make sense eventually). The latter is more elegant and doesn’t require an actual polygon clipper at all, but we need to be able to handle all normalized 32-bit floating point values as valid vertex coordinates; there might be a trick for building a fast HW rasterizer that does this, but it seems tricky to say the least. So I’m assuming there’s an actual clipper, with all that involves (generation of extra triangles etc). This is a nuisance, but it’s also very infrequent (more so than you think, I’ll get to that in a second), so it’s not a big deal. Not sure if that’s special hardware either, or if that path grabs a shader unit to do the actual clipping; depends on whether dispatching a new vertex shading load at this stage is awkward or not, how big a dedicated clipping unit is, and how many of them you need. I don’t know the answer to these questions, but at least from the performance side of things, it doesn’t much matter: we don’t really clip that often. That’s because we can use guard-band clipping.

### Guard-band clipping

The name is something of a misnomer; it’s not a fancy way of doing clipping. In fact, it’s quite the opposite: a straight-forward way of not doing clipping. :)

The underlying idea is very simple: Most primitives that are partially outside the left, right, top and bottom clip planes don’t need to be clipped at all. Triangle rasterization on GPUs works by, in effect, scanning over the full screen area (or more precisely, the scissor rect) and asking for every pixel: “is this pixel covered by the current triangle?” (In reality it’s a bit more complicated and way more efficient than that, but that’s the general idea). And that works just as well for triangles completely within the viewport as it does for triangles that extend past, say, the right and top clipping planes. As long as our triangle coverage test is reliable, we don’t need to clip against the left, right, top and bottom planes at all!

That test is usually done in integer arithmetic with some fixed precision. And eventually, as you move say one triangle vertex further and further out, you’ll get integer overflows and wrong test results. I think we can all agree that the rasterizer producing pixels that aren’t actually inside the triangle is, at the very least, extremely offensive behavior and should be illegal! Which it in fact is – hardware that does this is in violation of the spec.

There’s two solutions for this problem: The first is to make sure that your triangle tests never, ever generate the wrong results, no matter how your input triangle looks. If you manage that, then you don’t ever need to clip against the aforementioned four planes. This is called “infinite guard-band” because, well, the guard-band is effectively infinite. Solution two is to clip triangles eventually, just as they’re about to go outside the safe range where the rasterizer calculations can’t overflow. For example, say that your rasterizer has enough internal bits to deal with integer triangle coordinates that have ![-32768 \le X \le 32767](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJgAAAAQBAMAAAAYD6unAAAAMFBMVEX59/VERESwr61/f37g393t6+mYl5aMi4vV09J0c3Oko6JcW1tnZ2bIx8VPT0+9u7oa+/OdAAAB3UlEQVQ4EbWTsWsUQRTGv9vs7N4ut7d3cikCF249JZJCOBHEQmG1sLGZJJCAiBwKF+0OVLScNBIQk1OSMnhVMEHrtClthIiNnX+Ci9ik872ZWbmbwsp8sDvfvG9+b5hZFvj/Et11icNrmGk22wi6Bbr78t+7uIQmDRKqcBRjphd+33yMnaTh5WJom6U5m29tlc5l7Ei/6XEJTeoU0Thu3JfVVgox9vpQEdAziffOjEdICuOwmJFxCSapbBSOHigxDwSonwC1sW0Wv7f5efnGugPbdJpg8q/u5kC1BWxj6dcCkrk7NAdW9/jNqnygPUjiiRmBaYLJUstfyIUjPt1GlvTwtcPJ2vUyR/BTW/FU2ZJLlPfCcTQGXkv41Eeh5b98m1Hxo6KXUaK7I/5cFhyCSVy4SsqBhI64C8R93JLoRPBoDvGoPBNu3zBdVm+W3aYJJq1WpH8OYU43n6Gi0HkFPORIlLftZxuKC8A980lcgkmrrbw6j4vYRL1ArUCLml020WKhx2XU6Bhanu7mEkxaBQiO008/nqNygmTo9SKJoY1OczJ+H+msLSDdIecSTFqJwbpcajYbqCtgYQAxmPqdkisjrLSzcjWPLqHJyQVn6y+9IOWTe3hceTZZOSv/B6HAehP8vlKqAAAAAElFTkSuQmCC), ![-32768 \le Y \le 32767](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJYAAAAQBAMAAAAGxpsUAAAAMFBMVEX59/VERESwr61/f37g393t6+mYl5aMi4vV09J0c3Oko6JcW1tnZ2bIx8VPT0+9u7oa+/OdAAAB00lEQVQ4EbWTv2sUQRTHP9nc3N4u2ds7OQvFcMspkRTigiA2wtqksdkoRBCRoHAx3YkJCjaTRgKCnhJL8WxERf8HSxsx6WzEf8BiERs759dKbhAr8y3mzfu+93lzM8fCf5cYrJW8Pctst3uM5qBi8Kr85yE+YEBLhDIcx8zm4ZftW+wknaAQIzcrLaBx+zO83HDOTxV9wIC2Hk3izrWy1UsRk2AVGUFuK8FTHaMxvLYGi5k2PECDyrYKx9elmIcm7V2Ym7hZ8QtTTg+TStv4pvoboME/ulhAqwePWf6xQHJkSeWw8lyvSkf5aqJYVycZTQMarHXpk9qF6iY5W1mSs9fXlSvn6vr9lpkh7kjn+ED9JrocTeBhSUONkfQa955kynwn1WK0ddqE+KPLfUCDHD+jVECi7vcM4lUulPQjApUjbppfo3btkR2yct5GH9Cg0+WycYiwUI+eMSPpP4AbuiTql1am1VX7Z/iABp0eFa15TrBNu2KuoqdmnbKlxcrEvbqTwAzzAQ06NWl+SN9/22Rml2QU5FGJuxS/Ct2zrherdEdFH9Cgkxiulcvdboe2hIUhYjj9DS19z+pWG33AgNMtB5idvKtU7Dsg0MbGPuOgtr8BHB15zBe36PIAAAAASUVORK5CYII=)(note I’m using capital X and Y to denote screen-space positions; I’ll stick with this convention). You still do your viewport cull test (i.e. “is this triangle outside the view frustum”) with the regular view planes, but only actually clip against the guard-band clip planes which are chosen so that after the projection and viewport transforms, the resulting coordinates are in the safe range. I guess it’s time for an image:
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Guard-band clipping

The small white rectangle with blue outline that’s roughly in the middle represents our viewport, while the big salmon-colored area around it is our guard band. It looks like a small viewport in this image, but I actually picked a huge one so you can see anything! With our -32768 .. 32767 guard-band clip range, that viewport would be about 5500 pixels wide – yes, that’s some huge triangles right there :). Anyway, the triangles show off some of the important cases. The yellow triangle is the most common case – a triangle that extends outside the viewport but not the guard band. This just gets passed straight through, no further processing necessary. The green triangle is fully within the guard band, but outside the viewport region, so it would never get here – it’s been rejected above by the viewport cull. The blue triangle extends outside the guard-band clip region and would need to be clipped, but again it’s fully outside the viewport region and gets rejected by the viewport cull. Finally, the purple triangle extends both inside the viewport and outside the guard band, and so actually needs to be clipped.

As you can see, the kinds of triangles you need to actually have to clip against the four side planes are pretty extreme. As said, it’s infrequent – don’t worry about it.

### Aside: Getting clipping right

None of this should be terribly surprising; nor should it sound too difficult, at least if you’re familiar with the algorithms. But the devil’s in the details, always. Here’s some of the non-obvious rules the triangle clipper has to obey in practice. If it ever breaks any of these rules, there’s cases where it will produce cracks between adjacent triangles that share an edge. This isn’t allowed.

* Vertex positions that are inside the view frustum must be preserved, bit-exact, by the clipper.
* Clipping an edge AB against a plane must produce the same results, bit-exact, as clipping the edge BA (orientation reversed) against that plane. (This can be ensured by either making the math completely symmetric, or always clipping an edge in the same direction, say from the outside in).
* Primitives that are clipped against multiple planes must always clip against planes in the same order. (Either that or clip against all planes at once)
* If you use a guard band, you must clip against the guard band planes; you can’t use a guard band for some triangles but then clip against the original viewport planes if you actually need to clip. Again, failing to do this will cause cracks – and if I remember correctly there was actually a piece of graphics hardware in the bad old days that shipped with this bug enshrined in silicon. Oops. :)

### Those pesky near and far planes

Okay, so we have a really nice quick solution for the 4 side planes, but what about near and far? Particularly the near plane is bothersome, since with all the stuff that’s only slightly outside the viewport handled, that’s the plane we do most of our clipping for. So what can we do? A z guard band? But how would that work – we’re not actually rasterizing along the z axis at all! In fact, it’s just some value we interpolate over the triangle, damn!

On the plus side, though, it’s just some value we interpolate over the triangle. And in fact the z-near test (![Z < 0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAMBAMAAADmGDJDAAAAMFBMVEX59/VERERcW1uMi4uko6KYl5a9u7p/f350c3NnZ2bV09Lt6+mwr61PT0/g393Ix8UVupcLAAAAqUlEQVQYGWNgwABnjoCEhExcRJGkeBzYAhgY2AwY2BuQRJkeMFxgYGBhYLCECT7dwMCwkYFBioGBi4FVGyr62RvIWMjAcA3EPwtUAQLHE0DkRwYGHSDFdg/EYeAOXgCmoaJ/IbykB2BBqAlc9xl4QHx+E4hBGzeAbHubAHIGEPCZPgBRQJcJMHBfYWAwA/GAJjt/AJI8ATwODJwqrrUCYEEgkQ4yxO0oAwCwxCLIo6kBmgAAAABJRU5ErkJggg==)) is really easy to do once you interpolate Z – it’s just the sign bit. z-far (![Z > 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAANBAMAAADGc1rlAAAAMFBMVEX59/VERERcW1uMi4uko6KYl5a9u7p/f350c3NnZ2bV09Lt6+mwr61PT0/g393Ix8UVupcLAAAAl0lEQVQYGWNgwAD8BSAhIRMXUSQp/uAJQB6bAQN7A5IoAxtIlIWBwRIk+AUmAxblYmDVBgnwmT6AiINFGRjObgBzuYM/gGmIKNs9iBoGhuMJIBZE9O8CEBsMkkC6IObeZ+CBCi6OAzHAom8TQM4Age/eYAokyn2FgcEMzIOYysDAAxTlVHGtFQCJfl4AlmPgChI+AGGhkwBZyhyzGbISmwAAAABJRU5ErkJggg==)) is an extra compare though (not I’m using Z not z here, i.e. these are “screen” or post-projection coordinates). But still, we’re doing Z-compares per pixel anyway (Z test!), so it’s not a big extra expense. It depends, but doing z-clip this way is definitely an option. And you need to be able to skip z-near/z-far clipping if you want to support things like NVidias ‘depth clamp’ OpenGL extension; in fact, I would argue the existence of that extension is a pretty good hint that they’re doing this, or at least used to for a while.

So we’re down to one of the regular clip planes: ![0 < w](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAMBAMAAADmGDJDAAAALVBMVEX59/VERESwr62ko6K9u7qYl5ZcW1vg391PT0/t6+nV09LIx8WMi4t/f350c3PoWatjAAAAmUlEQVQYGWNgUFJmwARMBiwBmKJsBQwNmKITGRikoKKlE+DSCxkYWiCcPZZwQYaNDAxJYJ6uA4hiUWbYw9kJE+WMWQASZFi9jOEww3MGqAluBWBBhoJQhnQGA4aJE8C2cR+GWtXO2QAUBbpMAKSM/ShYNXsDywNOBwamACYDsGZOmw0gyQTWCyxA2kQVLAgkfCcAiRDvK+oMAMYIHaMg4V33AAAAAElFTkSuQmCC). Can we get rid of this one too? The answer is yes, with a rasterization algorithm that works in homogeneous coordinates, e.g. [this one](http://www.cs.unc.edu/~olano/papers/2dh-tri/). I’m not sure whether hardware uses that one though. It’s nice an elegant, but it seems like it would be hard to obey the (very strict!) D3D11 rasterization rules to the letter using that algorithm. But maybe there’s some cool tricks that I’m not aware of. Anyway, that’s about it with clipping.

### Projection and viewport transform

Projection just takes the x, y and z coordinates and divides them by w (unless you’re using a homogeneous rasterizer which doesn’t actually project – but I’ll ignore that possibility in the following). This gives us normalized device coordinates, or NDCs, between -1 and 1. We then apply the viewport transform which maps the projected x and y to pixel coordinates (which I’ll call X and Y) and the projected z into the range [0,1] (I’ll call this value Z), such that at the z-near plane Z=0 and at the z-far plane Z=1.

At this point, we also snap pixels to fractional coordinates on the sub-pixel grid. As of D3D11, hardware is required to have exactly 8 bits of subpixel precision for triangle coordinates. This snapping turns some very thin slivers (which would otherwise cause problems) into degenerate triangles (which don’t need to be rendered at all).

### Back-face and other triangle culling

Once we have X and Y for all vertices, we can calculate the signed triangle area using a cross product of the edge vectors. If the area is negative, the triangle is wound counter-clockwise (here, negative areas correspond to counter-clockwise because we’re now in the pixel coordinate space, and in D3D pixel space y increases downwards not upwards, so signs are inverted). If the area is positive, it’s wound clockwise. If it’s zero, it’s degenerate and doesn’t cover any pixels, so it can be safely culled. At this point, we know the triangle orientation so we can do back-face culling (if enabled).

And that’s it! We’re now ready for rasterization… almost. Actually we have to do triangle setup first. But doing that requires some knowledge of how rasterization will be performed, so I’ll put that off until the next part… see you then!

### Final remarks

Again, I skipped some parts and simplified others, so here’s the usual reminder that things are a bit more complicated in reality: For example, I pretended that you just use the regular homogeneous clipping algorithm. Mostly, you do – but you can have some vertex shader attributes flagged as using screen-space linear instead of perspective-correct interpolation. Now, the regular homogeneous clip always does perspective-correct interpolation; in the case of screen-space linear attributes, you actually need to do some extra work to make it not perspective-correct. :)

I talk about primitives some of the time, but mostly I’m just focusing on triangles here. Points and lines aren’t hard, but let’s be honest, they’re not what we’re here for either. You can work out the details if you’re interested. :)

There’s tons of rasterization algorithms out there, some of which (like Olanos 2DH method that I cited) allow you to skip nearly all clipping, but as I mentioned, D3D11 has very strict requirements on the triangle rasterizer so there’s not much wiggle room for HW implementations; I’m not sure if those methods can be tweaked to exactly follow the spec (there’s a lot of subtle points that I’ll cover next time). So here and in the following I’m assuming you can’t do the ultra-sleek thing; then again, the not-quite-so-sleek approaches I’m running with have slightly less math per pixel in the rasterizer, so they might win for HW implementations anyway. And of course I might be missing the magic pixie dust right around the corner that solves all of these problems. That occurs surprisingly often in graphics. If you know an awesome solution, give me a shout in the comments!

Lastly, the triangle culling I’m describing here is the bare minimum; for example, the class of triangles that will generate zero pixels upon rasterization is much larger than just zero-area tris, and if you can find it out quickly enough (or with few enough gates), you can drop the triangle immediately and don’t need to go through triangle setup. This is the last point where you can cull cheaply before going through triangle setup and at least some rasterization – finding other ways to early-reject tris pays off handsomely here.

# A trip through the Graphics Pipeline 2011, part 6

July 6, 2011

This post is part of the series [*“A trip through the Graphics Pipeline 2011”*](https://fgiesen.wordpress.com/2011/07/09/a-trip-through-the-graphics-pipeline-2011-index/).

Welcome back. This time we’re actually gonna see triangles being rasterized – finally! But before we can rasterize triangles, we need to do triangle setup, and before I can discuss triangle setup, I need to explain what we’re setting things up for; in other words, let’s talk hardware-friendly triangle rasterization algorithms.

### How not to render a triangle

First, a little heads-up to people who’ve been at this game long enough to have written their own optimized software texture mappers: First, you’re probably used to thinking of triangle rasterizers as this amalgamated blob that does a bunch of things at once: trace the triangle shape, interpolate u and v coordinates (or, for perspective correct mapping, u/z, v/z and 1/z), do the Z-buffer test (and for perspective correct mapping, you probably used a 1/z buffer instead), and then do the actual texturing (plus shading), all in one big loop that’s meticulously scheduled and probably uses all available registers. You know the kind of thing I’m talking about, right? Yeah, forget about that here. This is hardware. In hardware, you package things up into nice tidy little modules that are easy to design and test in isolation. In hardware, the “triangle rasterizer” is a block that tells you what (sub-)pixels a triangle covers; in some cases, it’ll also give you barycentric coordinates of those pixels inside the triangle. But that’s it. No u’s or v’s – not even 1/z’s. And certainly no texturing and shading, through with the dedicated texture and shader units that should hardly come as a surprise.

Second, if you’ve written your own triangle mappers “back in the day”, you probably used an incremental scanline rasterizer of the kind described in Chris Hecker’s [series on Perspective Texture Mapping](http://chrishecker.com/Miscellaneous_Technical_Articles). That happens to be a great way to do it in sofware on processors without SIMD units, but it doesn’t map well to modern processors with fast SIMD units, and even worse to hardware – not that it’s stopped people from trying. In particular, there’s a certain dated game console standing in the corner trying very hard to look nonchalant right now. The one with that triangle rasterizer that had really fast guard-band clipping on the bottom and right edges of the screen, and not so fast guard-band clipping for the top and left edges (that, my friends, is what we call a “tell”). Just saying.

So, what’s bad about that algorithm for hardware? First, it really rasterizes triangles scan-line by scan-line. For reasons that will become obvious once I get to Pixel Shading, we want our rasterizer to output in groups of 2×2 pixels (so-called “quads” – not to be confused with the “quad” primitive that’s been decomposed into a pair of triangles at this stage in the pipeline). This is all kinds of awkward with the scan-line algorithm because not only do we now need to run two “instances” of it in parallel, they also each start at the first pixel covered by the triangle in their respective scan lines, which may be pretty far apart and doesn’t nicely lead to generating the 2×2 quads we’d like to get. It’s also hard to parallelize efficiently, not symmetrical in the x and y directions – which means a triangle that’s 8 pixels wide and 100 pixels stresses very different parts of the rasterizer than a triangle that’s 100 pixels wide and 8 pixels high. Really annoying because now you have to make the “x” and “y” stepping “loops” equally fast in order to avoid bottlenecks – but we do all our work on the “y” steps, the loop in “x” is trivial! As said, it’s a mess.

### A better way

A much simpler (and more hardware-friendly) way to rasterize triangles was presented in a 1988 [paper](http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.157.4621&rep=rep1&type=pdf) by Pineda. The general approach can be summarized in 2 sentences: the signed distance to a line can be computed with a 2D dot product (plus an add) – just as a signed distance to a plane can be compute with a 3D dot product (plus add). And the interior of a triangle can be defined as the set of all points that are on the correct side of all three edges. So… just loop over all candidate pixels and test whether they’re actually inside the triangle. That’s it. That’s the basic algorithm.

Note that when we move e.g. one pixel to the right, we add one to X and leave Y the same. Our edge equations have the form ![E(X,Y) = aX + bY + c](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKwAAAASBAMAAAA03yjuAAAAMFBMVEX59/VERETg392Mi4t/f36ko6JPT0+wr63Ix8W9u7qYl5ZnZ2bV09Lt6+l0c3NcW1vhRnQ1AAACMklEQVQ4EaVUPWhTURT++l5D7k3yTNHBn6g8LFIQ1AriVojwxMHBLBkUkYKT23OSDkIKXaRDU0qHYMGHiEuXbIIgPOmg4wsIKi5xECelIDg5eM49796kvgy1nuGc73znO19u7ssLkIcKLXK17NDBwdniqtcqcv/KzE9YeDaB2y/lXbrWvhIrOtlKI9WnY9qbbXRROhJitujhNNBmuNp3auqFk61lart+Rs1PqK7hfgClFDgkgj3ZaXxDVxIgV1MvnOi3gVpaZ/wgeyfUeoYtQn4q7Xh2GrGodoBcTapx21c472UXeHXqDok4plqqQ6VMN/N3OI1YDGieqwmN2QbHkAA7vF65z5nC3zXH1vPSSj7X+05gpDHs096CVVMvtsGtx4A6cXcIbLBIHedMUTtq7lg1gemI4jpx3uvaIhWnEYvLaFs1DYX7HD4h2Ad9V2M7d4NGJu6ZzLYuqrHmNtdE0c0oioHfeA6IGpb7hgCoJ8g0VmjDi9+kVDhOmqwTUyQNMp9sRhpzsmAGX62aZMKd4oVBCjwCP7IPqDapUKgZU/iRuUtYQ/3MuMZY1PrBYaumFcOpXV5ep6tMUKWDJND0QXPEVYY8gd8xRdJFLJethhk52dBvWbXjFvEJpV/t219CTGfq6hDvGzH9eOG9eMmLe1+H0tLOltXw0Nji4ZJTO26z12EBh6Z7k/BCiya9vG6Gygg6VOSadqYtAP7nryZ3eWvdPlpAT93BAwMdFlbLBWbfxB/MeXNFccGVWQAAAABJRU5ErkJggg==), with a, b, c being per-triangle constants, so for X+1 it will be ![E(X+1,Y) = a(X+1) + bY + c = E(X,Y) + a](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAWEAAAASBAMAAAB4EHI/AAAAMFBMVEX59/VERETg392Mi4t/f36ko6JPT0+wr63Ix8W9u7qYl5ZnZ2bV09Lt6+l0c3NcW1vhRnQ1AAADyklEQVRIDZ1WTWgUZxh+nE3Ymc2MCZViNSqDQQJK2wjFtlBhA1s8FOleQlGKCJ56G6FFPBQ2JT2IBzf9oaQNddEilB66h4IgFlaE6nECBRUv66F4soRWeuqh78/3zcy3+4W0fQ/vz/O9z/s+Oz+7CxgLU5ttFTPPwSceDKh70e1BjwbfUjPo0LYDPR1B28vaAvb2VkHPBg9kGQs2qcSwWSnQSKuV5LUxBGDSNQ/+LyCPBs9SBEffXjqWhXS1VmYH0YFMJnfZh9f7UszNdjG5Kw0WpKq6T6lp8TZWnwpYkua0KZJwuQ8zgUvF9LzwHg3uUpe1TGO6tZzofyKUrYCKi/o683dgcgAMtar445RPL+CSQiVppwJ6Cxo9wEwg2HdbAI8GZ6nL+gGIB9O843x+nwNZuZyr1RzrFN7i3LFNqur7446CJak2EET3TNGxmUCou1vayHk0OEtd1i28HOSvMHfH+x0OZOVyrna0ww6FjzivWjDk6sXxj1lvS5vu2aDcTKDM3S1t5DwanKUOK3kJPeAucxsfsGdzFdc2RdTneqY++P7bPJa2G12Dl6RIU91zde04zARqVCw5ZZ4kpfo0OEuN4sNrz4gQ7j0zBERNuEcHjCqOd4uoFTqdaJGdoORI/gtU2PK4YvMlo3tewxLMBOIp9jj9hnKe1coo8WmoLLWs4Of4LI/oo20Uz79Dtah6Lqrsm4dzgrPiwm7iC1UcfNhncKLVKkmiuNV6V/T8je9gJpBGxZ4iKSZRMq6BwHKpZU1lUZMOpnvII7CaILszoMC2IL5QvE/Kr8WrS/bjdfnqxXysp1VS1JMuuZ7JDH4DbI9eY2I75tVQXap3ZiOv8R3ZGAAfg9+8B5hqUmBzFYczAvKbR5dSnopwE3+k/OYlGX6S0yqp+ubF/eQFmAnUKLuJzcaz5KnwaagstU/FFUwfJNoqfbn1MEWXuIfIfnZVXO8jyKilMSQHvCFeXbAZzmToA4flq0vAgoRaRwC9xsNa204gVLGzeCQdxo1qmCfcWarX+FUs1+mn4a+l009STOTh4hC/zrJAMlke/7grq9NnCG7cFHAo3rj31t8c4CRWDiBZ1OOShJ3apHsuXCwmEKzYl2sdM4fDmIbzeUEZSp+yJi/eXZeSXWSkGqBnIsC3Qc3zK/2VPZPYK6o5zRoFUCY+zJyWGoLUEsxSH6tpe0Zit6gbaZHaZMImI/F//hNq2jGRTXx/v+zZPZu4MekUNT9cIxa7d8aeysNvi/8QCw0PC5JnqT2LUpttFX3qPvM2173o9qBHw/jSfwAc7Oe72oJs5AAAAABJRU5ErkJggg==). In other words, once you have the values of the edge equations at a given point, the values of the edge equations for adjacent pixels are just a few adds away. Also note that this is absolutely trivial to parallelize: say you want to rasterize 8×8 = 64 pixels at once, as AMD hardware likes to do (or at least the Xbox 360 does, according to the 3rd edition of [Real-time Rendering](http://realtimerendering.com/book.html)). Well, you just compute ![ia + jb](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADEAAAAPBAMAAAC/wjryAAAAMFBMVEX59/VERER/f36ko6Lt6+m9u7qwr63V09JcW1vg392Yl5ZPT090c3NnZ2aMi4vIx8Wo5r4GAAAAyklEQVQYGWNgwA2YDOByARAWTwD/XRCLBS7B8ADCBIqsQgiCWVAZIPs+LhkWAaAMazIDw6zQI2A1D8CkWzIDa2ucA0N5BQPnFfYNSDIGMxj4FJgNGCasYuBNYFVgYGBSUmpSUgOqmJDEwFHABRTZwuDowJcAFGGAuU2NwZGBx4CB9cCEHwwcM5FltjDUMjhOYGDKDJjB8JENSYa9gcGH4THQbWYMzKl14UgyzA8Y2NKgwQEWBhILwAzeDzA+Gv2kAk0AxmU5ugTCBAANCioLrIPYKQAAAABJRU5ErkJggg==)for ![0 \le i, j \le 7](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFEAAAAQBAMAAACcpY7MAAAAMFBMVEX59/VERESwr62ko6K9u7qYl5ZcW1vg391PT0/t6+nV09LIx8V0c3OMi4t/f35nZ2bkOiN5AAABI0lEQVQoFY2QMUsDQRCFH5vFcwUPU6pNiIiNwiHaKW6TziJNWgn+guvsxMJGqwtiIwqx0CJV/Acidv4EEbS1Ets0vtm5lQtX6Bbz5n379mb3gP+v9srf2Y9m8wsms90yanM2aabuuQpfR3dDzOQ4UWieRJ0aFFXocQEMgKUAG/ErZXQacu4tcCrw8qWaKPtfOOeBB+CQ/OZTN62+z7XluhHy9nRlcm+oydF90EbSp0YIHNOV093BOETyXpDEvFMjBLbpBoW+yO14OuAsVKQt0QjxTcO/tCAQWPcs9jGXHrNFEIX6aNM1mULsM5Su+aRFr9dlIxBYlrK1KjUuuwmzSLMbger5tI3uiM0kmppuvHGFQYDH/FVfElVYO0HgxrjuFLWdH5VROnAz8v7mAAAAAElFTkSuQmCC)once for each triangle (and edge) and keep that in registers; then, to rasterize a 8×8 block of pixels, you just compute the 3 edge equation for the top-left corner, fire off 8×8 parallel adds of the constants we’ve just computed, and then test the resulting sign bits to see whether each of the 8×8 pixels is inside or outside that edge. Do that for 3 edges, and presto, one 8×8 block of a triangle rasterized in a truly embarrassingly parallel fashion, and with nothing more complicated than a bunch of integer adders! And by the way, this is why there’s snapping to a fixed-point grid in the previous part – so we can use integer math here. Integer adders are much, much simpler than any floating-point math unit. And of course we can choose the width of the adders just right to support the viewport sizes we want, with sufficient subpixel precision, and probably a 2x-4x factor on top of that so we get a decently-sized guard band.

By the way, there’s another thorny bit here, which is fill rules; you need to have tie-breaking rules to ensure that for any pair of triangles sharing an edge, no pixel near that edge will ever be skipped or rasterized twice. D3D and OpenGL both use the so-called “top-left” fill rule; the details are explained in the respective manuals. I won’t talk about it here except to note that with this kind of integer rasterizer, it boils down to subtracting 1 from the constant term on some edges during triangle setup. That makes it guaranteed watertight, no fuss at all – compare with the kind of contortions Chris has to go through in his article to make this work properly! Sometimes things just come together beautifully.

We have a problem though: How do we find out which 8×8 blocks of pixels to test against? Pineda mentions two strategies: 1) just scanning over the whole bounding box of the triangle, or 2) a smarter scheme that stops to “turn around” once it notices that it didn’t hit any triangle samples anymore. Well, that’s just fine if you’re testing one pixel at a time. But we’re doing 8×8 pixels now! Doing 64 parallel adds only to find out at the very end that exactly none of them hit any pixels whatsoever is a lot of wasted work. So… don’t do that!

### What we need around here is more hierarchy

What I’ve just described is what the “fine” rasterizer does (the one that actually outputs sample coverage). Now, to avoid wasted work at the pixel level, what we do is add another rasterizer in front of it that doesn’t rasterize the triangle into pixels, but “tiles” – our 8×8 blocks ([This](http://people.csail.mit.edu/ericchan/bib/pdf/p15-mccormack.pdf) paper by McCormack and McNamara has some details, as does Greene’s [“Hierarchical Polygon Tiling with Coverage Masks”](http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.115.1646&rep=rep1&type=pdf) that takes the idea to its logical conclusion). Rasterizing edge equations into covered tiles works very similarly to rasterizing pixels; what we do is compute lower and upper bounds for the edge equations over full tiles; since the edge equations are linear, such extrema occur on the boundary of the tile – in fact, it’s enough to loop at the 4 corner points, and from the signs of the ‘a’ and ‘b’ terms in the edge equation, we can determine which corner. Bottom line, it’s really not much more expensive than what we already discussed, and needs exactly the same machinery – a few parallel integer adders. As a bonus, if we evaluate the edge equations at one corner of the tile anyway, we might as well just pass that through to the fine rasterizer: it needs one reference value per 8×8 block, remember? Very nice.

So what we do now is run a “coarse” rasterizer first that tells us which tiles might be covered by the triangle. This rasterizer can be made smaller (8×8 at this level really seems like overkill!), and it doesn’t need to be as fast (because it’s only run for each 8×8 block). In other words, at this level, the cost of discovering empty blocks is correspondingly lower.

We can think this idea further, as in Greene’s paper or Mike Abrash’s description of [Rasterization on Larrabee](http://drdobbs.com/architecture-and-design/217200602), and do a full hierarchical rasterizer. But with a hardware rasterizer, there’s little to no point: it actually increases the amount of work done for small triangles (unless you can skip levels of the hierarchy, but that’s not how you design HW dataflows!), and if you have a triangle that’s large enough to actually produce significant rasterization work, the architecture I describe should already be fast enough to generate pixel locations faster than the shader units can consume them.

In fact, the actual problem here isn’t big triangles in the first place; they are easy to deal with efficiently for pretty much any algorithm (certainly including scan-line rasterizers). The problem is small triangles! Even if you have a bunch of tiny triangles that generate 0 or 1 visible pixels, you still need to go through triangle setup (that I still haven’t described, but we’re getting close), at least one step of coarse rasterization, and then at least one fine rasterization step for an 8×8 block. With tiny triangles, it’s easy to get either triangle setup or coarse rasterization bound.

One thing to note is that with this kind of algorithm, slivers (long, very thin triangles) are seriously bad news – you need to traverse tons of tiles and only get very few covered pixels for each of them. So, well, they’re slow. Avoid them when you can.

### So what does triangle setup do?

Well, now that I’ve described what the rasterization algorithm is, we just need to look what per-edge constants we used throughout; that’s exactly what we need to set up during triangle setup.

In our case, the list is this:

* The edge equations – a, b, c for all 3 triangle edges.
* Some of the derived values, like the ![ia + jb](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADEAAAAPBAMAAAC/wjryAAAAMFBMVEX59/VERER/f36ko6Lt6+m9u7qwr63V09JcW1vg392Yl5ZPT090c3NnZ2aMi4vIx8Wo5r4GAAAAyklEQVQYGWNgwA2YDOByARAWTwD/XRCLBS7B8ADCBIqsQgiCWVAZIPs+LhkWAaAMazIDw6zQI2A1D8CkWzIDa2ucA0N5BQPnFfYNSDIGMxj4FJgNGCasYuBNYFVgYGBSUmpSUgOqmJDEwFHABRTZwuDowJcAFGGAuU2NwZGBx4CB9cCEHwwcM5FltjDUMjhOYGDKDJjB8JENSYa9gcGH4THQbWYMzKl14UgyzA8Y2NKgwQEWBhILwAzeDzA+Gv2kAk0AxmU5ugTCBAANCioLrIPYKQAAAABJRU5ErkJggg==)for ![0 \le i, j \le 7](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFEAAAAQBAMAAACcpY7MAAAAMFBMVEX59/VERESwr62ko6K9u7qYl5ZcW1vg391PT0/t6+nV09LIx8V0c3OMi4t/f35nZ2bkOiN5AAABI0lEQVQoFY2QMUsDQRCFH5vFcwUPU6pNiIiNwiHaKW6TziJNWgn+guvsxMJGqwtiIwqx0CJV/Acidv4EEbS1Ets0vtm5lQtX6Bbz5n379mb3gP+v9srf2Y9m8wsms90yanM2aabuuQpfR3dDzOQ4UWieRJ0aFFXocQEMgKUAG/ErZXQacu4tcCrw8qWaKPtfOOeBB+CQ/OZTN62+z7XluhHy9nRlcm+oydF90EbSp0YIHNOV093BOETyXpDEvFMjBLbpBoW+yO14OuAsVKQt0QjxTcO/tCAQWPcs9jGXHrNFEIX6aNM1mULsM5Su+aRFr9dlIxBYlrK1KjUuuwmzSLMbger5tI3uiM0kmppuvHGFQYDH/FVfElVYO0HgxrjuFLWdH5VROnAz8v7mAAAAAElFTkSuQmCC)that I mentioned; note that you wouldn’t actually store a full 8×8 matrix of these in hardware, certainly not if you’re gonna add another value to it anyway. The best way to do this is in HW probably to just compute the ![ia](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAMBAMAAABPbPrXAAAAMFBMVEX59/VERER/f36ko6Lt6+m9u7qwr63V09JcW1vg392Yl5ZPT090c3NnZ2aMi4vIx8Wo5r4GAAAAUUlEQVQIHWNggAMmAyiTBS6EzmBNZmCYFXqEgaG8goHzCvsGBoYJqxh4E1gVgAq3MDg68CUwMLAemPCDgWMmAwNTZsAMho9sQBEzBubUunAGAPOZDvQWzxhVAAAAAElFTkSuQmCC)and ![jb](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAPBAMAAAAfXVIcAAAAMFBMVEX59/VERER0c3O9u7rt6+mwr62ko6Lg391cW1t/f35PT0/V09KMi4tnZ2bIx8WYl5ZfwYeAAAAAZ0lEQVQIHWNgQALKDG8vgLkODPwfoOK8D6AMRxDNEprAYGF8hIGBjb2B4SRDGgMDO+sEhm6Gn0A5zgAWAQY1IIPLgfsCiziQsYOBRYEnAcjIYWAIDQbSDPdABAMDj3cDmGZwsncAMwBn4hC3MvmJhgAAAABJRU5ErkJggg==), use a [Carry-save adder](http://en.wikipedia.org/wiki/Carry-save_adder) (aka 3:2 reducer, I wrote about them [before](https://fgiesen.wordpress.com/2010/08/23/carry-save-adders-and-averaging-bit-packed-values/)) to reduce the ![ia + jb + c](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEwAAAAPBAMAAAC8dTTaAAAAMFBMVEX59/VERER/f36ko6Lt6+m9u7qwr63V09JcW1vg392Yl5ZPT090c3NnZ2aMi4vIx8Wo5r4GAAABAElEQVQoFWNgIBIwGcAVBkBYPAH8dyEsqACIwwIRAZEPIEygyCoICyoA4cBJhOh9iBhCAK4GyICLsghAhOECDKzJDAyzQo+AhSGibskMrK1xDiARiACL6VeG8goGzivsG0CCUFGDGQx8CswGCAHfCbEME1Yx8CawKjAwMCkpNSmpASUnJDFwFHApIASOgby5hcHRgS8BpBfmNjUGRwYehGksIkAp1gMTfjBwzERWtoWhlsFxAlwffwOQyZQZMIPhIxuSMvYGBh+GxwgBlg0MrgysZgzMqXXhCFEG5gcMbGkBSALBoR/APBixAMzgRQhCBGDSKPSTChQuDg7L0SVYZADdKTpVmCJN5wAAAABJRU5ErkJggg==)expression to a single sum, and then finish that off with a regular adder. Or something similar, anyway.
* Which reference corner of the tiles to use to get the upper/lower bounds of the edge equations for coarse rasterizer.
* The initial value of the edge equations at the first reference point for the coarse rasterizer (adjusted for fill rule).

…so that’s what triangle setup computes. It boils down to several large integer multiplies for the edge equations and their initial values, a few smaller multiplies for the step values, and some cheap combinatorial logic for the rest.

### Other rasterization issues and pixel output

One thing I didn’t mention so far is the scissor rect. That’s just a screen-aligned rectangle that masks pixels; no pixel outside that rect will be generated by the rasterizer. This is fairly easy to implement – the coarse rasterizer can just reject tiles that don’t overlap the scissor rect outright, and the fine rasterizer ANDs all generated coverage masks with the “rasterized” scissor rectangle (where “rasterization” here boils down to a one integer compare per row and column and some bitwise ANDs). Simple stuff, moving on.

Another issue is multisample antialiasing. What changes is now you have to test more samples per pixel – as of DX11, HW needs to support at least 8x MSAA. Note that the sample locations inside each pixel aren’t on a regular grid (which is badly behaved for near-horizontal or near-vertical edges), but dispersed to give good results across a wide range of multiple edge orientations. These irregular sample locations are a total pain to deal with in a scanline rasterizer (another reason not to use them!) but very easy to support in a Pineda-style algorithm: it boils down to computing a few more per-edge offsets in triangle setup and multiple additions/sign tests per pixel instead of just one.

For, say 4x MSAA, you can do two things in an 8×8 rasterizer: you can treat each sample as a distinct “pixel”, which means your effective tile size is now 4×4 actual screen pixels after the MSAA resolve and each block of 2×2 locations in the fine rast grid now corresponds to one pixel after resolve, or you can stick with 8×8 actual pixels and just run through it four times. 8×8 seems a bit large to me, so I’m assuming that AMD does the former. Other MSAA levels work analogously.

Anyway, we now have a fine rasterizer that gives us locations of 8×8 blocks plus a coverage mask in each block. Great, but it’s just half of the story – current hardware also does early Z and hierarchical Z testing (if possible) before running pixel shaders, and the Z processing is interwoven with actual rasterization. But for didactic reasons it seemed better to split this up; so in the next part, I’ll be talking about the various types of Z processing, Z compression, and some more triangle setup – so far we’ve just covered setup for rasterization, but there’s also various interpolated quantities we want for Z and pixel shading, and they need to be set up too! Until then.

### Caveats

I’ve linked to a few rasterization algorithms that I think are representative of various approaches (they also happen to be all on the Web). There’s a lot more. I didn’t even try to give you a comprehensive introduction into the subject here; that would be a (lengthy!) serious of posts on its own – and rather dull after a fashion, I fear.

Another implicit assumption in this article (I’ve stated this multiple times, but this is one of the places to remind you) is that we’re on high-end PC hardware; a lot of parts, particularly in the mobile/embedded range, are so-called tile renderers, which partition the screen into tiles and render each of them individually. These are not the same as the 8×8 tiles for rasterization I used throughout this article. Tiled renderes need at least another “ultra-coarse” rasterization stage that runs early and finds out which of the (large) tiles are covered by each triangle; this stage is usually called “binning”. Tiled renderers work differently and have different design parameters than the “sort-last” architectures (that’s the official name) I describe here. When I’m done with the D3D11 pipeline (and that’s still a ways off!) I might throw in a post or two on tiled renderers (if there’s interest), but right now I’m just ignoring them, so be advised that e.g. the PowerVR chips you so often find in smartphones handle some of this differently.

The 8×8 blocking (other block sizes have the same problem) means that triangles smaller than a certain size, or with inconvenient aspect ratios, take a lot more rasterization work than you would think, and get crappy utilization during the process. I’d love to be able to tell you that there’s a magic algorithm that’s easy to parallelize and good with slivers and the like, but if there is I don’t know it, and since there’s still regular reminders by the HW vendors that slivers are bad, apparently neither do they. So for the time being, this just seems to be a fact of life with HW rasterization. Maybe someone will come up with a great solution for this eventually.

The “edge function lower bound” thing I described for coarse rast works fine, but generates false positives in certain cases (false positives in the sense that it asks for fine rasterization in blocks that don’t actually cover any pixels). There’s tricks to reduce this, but again, detecting some of the rarer cases is trickier / more expensive than just rasterizing the occasional fine block that doesn’t have any pixels lit. Another trade-off.

Finally the blocks used during rasterization are often snapped on a grid (why that would help will become clearer in the next part). If that’s the case, even a triangle that just covers 2 pixels might straddle 2 tiles and make you rasterize two 8×8 blocks. More inefficiency.

The point is this: Yes, all this is fairly simple and elegant, but it’s not perfect, and actual rasterization for actual triangles is nowhere near theoretical peak rasterization rates (which always assume that all of the fine blocks are completely filled). Keep that in mind.

# A trip through the Graphics Pipeline 2011, part 7

July 8, 2011

This post is part of the series [*“A trip through the Graphics Pipeline 2011”*](https://fgiesen.wordpress.com/2011/07/09/a-trip-through-the-graphics-pipeline-2011-index/).

In this installment, I’ll be talking about the (early) Z pipeline and how it interacts with rasterization. Like the last part, the text won’t proceed in actual pipeline order; again, I’ll describe the underlying algorithms first, and then fill in the pipeline stages (in reverse order, because that’s the easiest way to explain it) after the fact.

### Interpolated values

Z is interpolated across the triangle, as are all the attributes output by the vertex shader. So let me take a minute to explain how that works. At this point I originally had a section on how the math behind interpolation is derived, and why perspective interpolation works the way it works. I struggled with that for hours, because I was trying to limit it to maybe one or two paragraphs (since it’s an aside), and what I can say now is that if I want to explain it properly, I need more space than that, and at least one or two pictures; a picture may say more than thousand words, but a nice diagram takes me about as long to prepare as a thousand words of text, so that’s not necessarily a win from my perspective :). Anyway, this is something of a tangent anyway, so I’m adding it to my pile of “graphics-related things to write up properly at some point”. For now, I’m giving you the executive summary:

Just linearly interpolating attributes (colors, texture coordinates etc.) across the screen-space triangle does not produce the right results (unless the interpolation mode is one of the “no perspective” ones, in which case ignore what I just wrote). However, say we want to interpolate a 2D texture coordinate pair ![(s,t)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB8AAAASBAMAAABRHhjUAAAAMFBMVEX59/VERETIx8Xg392ko6KMi4vt6+lcW1t0c3PV09K9u7p/f35nZ2awr61PT0+Yl5bYJmY6AAAAwElEQVQYGU2QPQrCQBBGnwlqWBPsrNPbpFAQRAiIjZVoLQRP4FFSKFY2ghaCkBNYWushtBa8gDMjxGwxO9/bj/lZ8BLKE2nWKyX4qYhZBfABL62CPtSzEjQzAmiWmp085wz+YAJRyhYa07PSzXOMm3EUXzI0W0daFAqCuWlvbaAr41xfStpvcG8temKpIIwTLRrSuLFgBDXu1GNaGYdLziOjLb1kMHdXO35il4xOYZmzqMuxt3Rl0Ve7+5kNyAd9AWOyHji+/ZcxAAAAAElFTkSuQmCC). It turns out you do get the right results if you linearly interpolate ![\frac{1}{w}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAUBAMAAACt9wpmAAAALVBMVEX59/VERETIx8Wko6Kwr61/f369u7p0c3Pg392Mi4vV09KYl5ZnZ2bt6+lcW1tHTkBgAAAAPklEQVQIHWNgYDJgAAJXMMmCl0wvA6lEAoJAIIDER2W2TFjNw8CgW7CNm4GBxaCWhYGBdcEDNgYGJrMtDgwAaQUJcnKlcokAAAAASUVORK5CYII=), ![\frac{s}{w}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAARBAMAAAD9OpvVAAAAMFBMVEX59/VERETt6+mko6LIx8Wwr629u7p/f35PT0/V09KYl5bg392Mi4tnZ2Z0c3NcW1sSk8daAAAARUlEQVQIHWNgUHZmAIJgNhCp3gYkOA1mAUnuMCOQCBIQBAIBJD4qc+uBWbwMDE4PlnExMLAaPGJlYGCf8AFoKIvZ0gAGAIpiCu2QjscVAAAAAElFTkSuQmCC)and ![\frac{t}{w}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAATBAMAAACw8jreAAAALVBMVEX59/VERER0c3Pg391/f37V09KMi4vIx8VcW1uwr63t6+mYl5ZnZ2a9u7qko6LPUw+CAAAASklEQVQIHWNgYFBgAAJmBxAZkg4iWQxAJAeIYDBiB5Fss0AkEhAEAgEkPirTMiGah4GhSmEvNwMD5wMtTqCRAQ28DAzsb3dOYAAANr8JJMQa1EUAAAAASUVORK5CYII=)in screen-space (w here is the homogeneous clip-space w from the vertex position), then per-pixel take the reciprocal of ![\frac{1}{w}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAUBAMAAACt9wpmAAAALVBMVEX59/VERETIx8Wko6Kwr61/f369u7p0c3Pg392Mi4vV09KYl5ZnZ2bt6+lcW1tHTkBgAAAAPklEQVQIHWNgYDJgAAJXMMmCl0wvA6lEAoJAIIDER2W2TFjNw8CgW7CNm4GBxaCWhYGBdcEDNgYGJrMtDgwAaQUJcnKlcokAAAAASUVORK5CYII=)to get w, and finally multiply the other two interpolated fractions by w to get s and t. The actual linear interpolation boils down to setting up a plane equation and then plugging the screen-space coordinates in. And if you’re writing a software perspective texture mapper, that’s the end of it. But if you’re interpolating more than two values, a better approach is to compute (using perspective interpolation) [barycentric coordinates](http://en.wikipedia.org/wiki/Barycentric_coordinate_system_(mathematics)) – let’s call them ![\lambda_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAAMFBMVEX59/VERESYl5aMi4tPT0/Ix8V/f37V09JcW1uwr62ko6JnZ2bg3910c3Pt6+m9u7o1KGcOAAAAVElEQVQIHWNgYDJggAJXGMMMxiiEMTgmQFlcG6CMQzIMP6cC2TwGSTwGvEBGLUMEpwJbAAP7PgaWogXMHxi4DzBwJS1ghugES4G08iWAFIPAz/kMAMk4DuJuVfgiAAAAAElFTkSuQmCC)and ![\lambda_1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAPBAMAAAAmOuNHAAAAMFBMVEX59/VERESYl5aMi4tPT0/Ix8V/f37V09JcW1uwr62ko6JnZ2bg3910c3Pt6+m9u7o1KGcOAAAASklEQVQIHWNgYDJggABXKG0GpQuhNMcECINrA4Q+JMPAuoCBgccgiWEakK5liGDgXMDAvo+BpQBIcx9g4EoA0mCATv+9DxFnYAAAu5sONMilES0AAAAASUVORK5CYII=)– for the current pixel in the original clip-space triangle, after which you can interpolate the actual vertex attributes using regular linear interpolation without having to multiply everything by w afterwards.

So how much work does that add to triangle setup? Setting up the ![\frac{\lambda_0}{w}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAUBAMAAACkHKocAAAAMFBMVEX59/VERESYl5awr63t6+lcW1t/f37Ix8VPT0+9u7qko6Lg393V09KMi4t0c3NnZ2bdrmnFAAAAX0lEQVQIHWNgUGaAAFcozVYAYbAnMCxfAGSyt7AbzATSM7WYJ1QxMDAv2AqmzzLwHQeLA6XA6oA0CAiCgQCEg4/cfOEQP0i+5IEmE4hmXvCEGUSzHQjgBNHsK5UNGBgAFhQTxHtmKQ8AAAAASUVORK5CYII=)and ![\frac{\lambda_1}{w}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAUBAMAAACkHKocAAAAMFBMVEX59/VERESYl5awr63t6+lcW1t/f37Ix8VPT0+9u7qko6Lg393V09KMi4t0c3NnZ2bdrmnFAAAAWklEQVQIHWNgUGaAAFcozVYAYbAnMNSDWOwtDHwgeqYWmGZesBVMn2XgOwAWB0pNnQBSAAGCYCAA4+KmN184xA+SLXmgyQSimRc8YQbRbAcCOEE0+0plAwYGACDsD1gsScWtAAAAAElFTkSuQmCC)for the triangle requires 4 reciprocals, the triangle area (which we already computed for back-face culling!), and a few subtractions, multiplies and adds. Setting up the vertex attributes for interpolation is really cheap with the barycentric approach – two subtractions per attribute (if you don’t use barycentric, you get some more multiply-add action here). Follow me? Probably not, unless you’ve implemented this before. Sorry about that – but it’s fairly safe to ignore all this if you don’t understand it.

Let’s get back to why we’re here: the one value we want to interpolate right now is Z, and because we computed Z as ![\frac{z}{w}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAARBAMAAAD9OpvVAAAALVBMVEX59/VERETIx8V0c3OMi4vg392wr62ko6KYl5bV09J/f35nZ2bt6+m9u7pcW1u0kHpRAAAARElEQVQIHWNgUHYOYAACNxDBUgAi25mABOeKbSA2EhAEAgEkPiozzGEGNwODjkEvBwMDW4ENGwMD14QHvAwMTLVtCQwAhBIJg6+C/McAAAAASUVORK5CYII=)at the vertex level as part of projection (see previous part), so it’s already divided by w and we can just interpolate it linearly in screen space. Nice. What we end up with is a plane equation for ![Z = aX + bY + c](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHwAAAAMBAMAAABSEsRMAAAAMFBMVEX59/VERERcW1uMi4uko6KYl5a9u7p/f350c3NnZ2bV09Lt6+mwr61PT0/g393Ix8UVupcLAAABdUlEQVQoFX2RP0jDUBDGv9rm2Ta1KaJi6SIoLi5ViuAiFdShk4vgWFAKOlWX4iB011kQB1OcnEwX/4BDXDopdBDBRYvQTaV10En0vbsXbUS84e6737vv5ZIA6M3M9uN3vCdtMegqKujI2kN8fBeYmf5hdCDS6C6T8qVhWHkCQcaLQLgM5DqZ0iFgipg/XTrHDLT9QO6RgrAJaqZ0FMYYMX8K5FoMeNRMyK4Pn51MG64dLbg0C9tSGLcasl2MLjuYiPqvnH+TM+KeBksqXCC+H61LYA0QBdgeLIayqNR87LyxKvsPW0MuEVcUpXrapLZU2qBLu2yjiJ60j+3AlO/+gBgbOVedoCt3cCs29/z0KsJZBDTijcyUGnjOq48PeMu/ousFuEBE7SCD7UeoNtBmopk1JFvzBpj0sKqPaMcQX1C/iYLtZ8gAS0y03azjBJGRua2Eh1UN1Q7XrPUyTpMuYbbHrvJo3jHxNloptGji32T8cfrNvgCaBE8UKB54wwAAAABJRU5ErkJggg==)that we can just plug X and Y into to get a value. So, here’s the punchline of my furious hand-waving in the last few paragraphs: Interpolating Z at any given point boils down to two multiply-adds. (Starting to see why GPUs have fast multiply-accumulate units? This stuff is absolutely everywhere!).

### Early Z/Stencil

Now, if you believe the place that graphics APIs traditionally put Z/Stencil processing into – right before alpha blend, way at the bottom of the pixel pipeline – you might be confused a bit. Why am I even discussing Z at the point in the pipeline where we are right now? We haven’t even started shading pixels! The answer is simple: the Z and stencil tests reject pixels. Potentially the majority of them. You really, really don’t want to completely shade a detailed mesh with complicated materials, to then throw away 95% of the work you just did because that mesh happens to be mostly hidden behind a wall. That’s just a really stupid waste of bandwidth, processing power and energy. And in most cases, it’s completely unnecessary: most shaders don’t do anything that would influence the results of the Z test, or the values written back to the Z/stencil buffers.

So what GPUs actually do when they can is called “early Z” (as opposed to late Z, which is actually at the late stage in the pipeline that traditional API models generally display it at). This does exactly what it sounds like – execute the Z/stencil tests and writes early, right after the triangle has been rasterized, and before we start sending off pixels to the shaders. That way, we notice all the rejected pixels early, without wasting a lot of computation on them. However, we can’t always do this: the pixel shader may ignore the interpolated depth value, and instead provide its own depth to be written to the Z-buffer (e.g. depth sprites); or it might use discard, alpha test, or alpha-to-coverage, all of which “kill” pixels/samples during pixel shader execution and mean that we can’t update the Z-buffer or stencil buffer early because we might be updating depth values for samples that later get discarded in the shader!

So GPUs actually have two copies of the Z/stencil logic; one right after the rasterizer and in front of the pixel shader (which does early Z) and one after the shader (which does late Z). Note that we can still, in principle, do the depth testing in the early-Z stage even if the shader uses some of the sample-killing mechanism. It’s only writes that we have to be careful with. The only case that really precludes us from doing any early Z-testing at all is when we write the output depth in the pixel shader – in that case the early Z unit simply has nothing to work with.

Traditionally, APIs just pretended none of this early-out logic existed; Z/Stencil was in a late stage in the original API model, and any optimizations such as early-Z had to be done in a way that was 100% functionally consistent with that model; i.e. drivers had to detect when early-Z was applicable, and could only turn it on when there were no observable differences. By now APIs have closed that gap; as of DX11, shaders can be declared as “force early-Z”, which means they run with full early-Z processing even when the shader uses primitives that aren’t necessarily “safe” for early-Z, and shaders that write depth can declare that the interpolated Z value is conservative (i.e. early Z reject can still happen).

### Z/stencil writes: the full truth

Okay, wait. As I’ve described it, we now have two parts in the pipeline – early Z and late Z – that can both write to the Z/stencil buffers. For any given shader/render state combination that we look at, this will work – in the steady state. But that’s not how it works in practice. What actually happens is that we render a few hundred to a few thousand batches per frame, switching shaders and render state regularly. Most of these shaders will allow early Z, but some won’t. Switching from a shader that does early Z to one that does late Z is no problem. But going back from late Z to early Z is, if early Z does any writes: early Z is, well, earlier in the pipeline than late Z – that’s the whole point! So we may start early-Z processing for one shader, merrily writing to the depth buffer while there’s still stuff down in the pipeline for our old shader that’s running late-Z and may be trying to write the same location at the same time – classic race condition. So how do we fix this? There’s a bunch of options:

* Once you go from early-Z to late-Z processing within a frame (or at least a sequence of operations for the same render target), you stay at late-Z until the next point where you flush the pipeline anyway. This works but potentially wastes lots of shader cycles while early-Z is unnecessarily off.
* Trigger a (pixel) pipeline flush when going from a late-Z shader to an early-Z shader – also works, also not exactly subtle. This time, we don’t waste shader cycles (or memory bandwidth) but stall instead – not much of an improvement.
* But in practice, having Z-writes in two places is just bad news. Another option is to not ever write Z in the early-Z phase; always do the Z-writes in late-Z. Note that you need to be careful to make conservative Z-testing decisions during early Z if you do this! This avoids the race condition but means the early Z-test results may be stale because the Z-write for the currently-dispatched pixels won’t happen until a while later.
* Use a separate unit that keeps track of Z-writes for us and enforces the correct ordering; both early-Z and late-Z must go through this unit.

All of these methods work, and all have their own advantages and drawbacks. Again I’m not sure what current hardware does in these cases, but I have strong reason to believe that it’s one of the last two options. In particular, we’ll meet a functional unit later down the road (and the pipeline) that would be a good place to implement the last option.

But we’re still doing all this testing per pixel. Can’t we do better?

### Hierarchical Z/Stencil

The idea here is that we can use our tile trick from rasterization again, and try to Z-reject whole tiles at a time, before we even descend down to the pixel level! What we do here is a strictly conservative test; it may tell us that “there might be pixels that pass the Z/stencil-test in this tile” when there are none, but it will never claim that all pixels are rejected when in fact they weren’t.

Assume here that we’re using “less”, “less-equal”, or “equal” as Z-compare mode. Then we need to store the maximum Z-value we’ve written for that tile, per tile. When rasterizing a triangle, we calculate the minimum Z-value the active triangle is going to write to the current tile (one easy conservative approximation is to take the min of the interpolated Z-values at the four corners of the current tile). If our triangle minimum-Z is larger than the stored maximum-Z for the current tile, the triangle is guaranteed to be completely occluded. That means we now need to track maximum-Z per-tile, and keep that value up to date as we write new pixels – though again, it’s fine if that information isn’t completely up to date; since our Z-test is of the “less” variety, values in the Z buffer will only get smaller over time. If we use a per-tile maximum-Z that’s a bit out of date, it just means we’ll get slightly worse early rejection rates than we could; it doesn’t cause any other problems.

The same thing works (with min/max and compare directions swapped) if we’re using one of the “greater”, “greater-equal” or “equal” Z-tests. What we can’t easily do is change from one of the “less”-based tests to a “greater”-based tests in the middle of the frame, because that would make the information we’ve been tracking useless (for less-based tests we need maximum-Z per tile, for greater-based tests we need minimum-Z per tile). We’d need to loop over the whole depth buffer to recompute min/max for all tiles, but what GPUs actually do is turn hierarchical-Z off once you do this (up until the next Clear). So: don’t do that.

Similar to the hierarchical-Z logic I’ve described, current GPUs also have hierarchical stencil processing. However, unlike hierarchical-Z, I haven’t seen much in the way of published literature on the subject (meaning, I haven’t run into it – there might be papers on it, but I’m not aware of them); as a game console developer you get access to low-level GPU docs which include a description of the underlying algorithms, but frankly, I’m definitely not comfortable writing about something here where really the only good sources I have are various GPU docs that came with a thick stack of NDAs. Instead I’ll just nebulously note that there’s magic pixie dust that can do certain kinds of stencil testing very efficiently under controlled circumstances, and leave you to ponder what that might be and how it might work, in the unlikely case that you deeply care about this – presumably because your father was killed by a hierarchical stencil unit and you’re now collecting information on its weak points for your revenge, or something like that.

### Putting it all together

Okay, we now have all the algorithms and theory we need – let’s see how we can take our new set of toys and wire it up with what we already have!

First off, we now need to do some extra triangle setup for Z/attribute interpolation. Not much to be done about it – more work for triangle setup; that’s how it goes. After that’s coarse rasterization, which I’ve discussed in the previous part.

Then there’s hierarchical Z (I’m assuming less-style comparisons here). We want to run this between coarse and fine rasterization. First, we need the logic to compute the minimum Z estimates for each tile. We also need to store the per-tile maximum Zs, which don’t need to be exact: we can shave bits as long as we always round up! As usual, there’s a trade-off here between space used and early-rejection efficiency. In theory, you could put the Z-max info into regular memory. In practice, I don’t think anyone does this, because you want to make the hierarchical-Z decision without a ton of extra latency. The other option is to put dedicated memory for hierarchical Z onto the chip – usually as SRAM, the kind of memory you also make caches out of. For 24-bit Z, you probably need something like 10-14 bits per tile to store a reasonable-accuracy Z-max in a compact encoding. Assuming 8×8 tiles, that means less than 1MBit (128k) of SRAM to support resolutions up to 2048×2048 – sounds like a plausible order of magnitude to me. Note that these things are fixed size and shared for the whole chip; if you do a context switch, you lose. If you allocate the wrong depth buffers to this memory, you can’t use hierarchical Z on the depth buffers that actually matter, and you lose. That’s just how it goes. This kind of things is why hardware vendors regularly tell you to create your most important render targets and depth buffers first; they have a limited supply of this type of memory (there’s more like it, as you’ll see), and when it runs out, you’re out of luck. Note they don’t necessarily need to do this all-or-nothing; for example, if you have a really large depth buffer, you might only get hierarchical Z in the top left 2048×1536 pixels, because that’s how much fits into the Z-max memory. It’s not ideal, but still much better than disabling hierarchical-Z outright.

And by the way, “Real-Time Rendering” mentions at this point that “it is likely that GPUs are using hierarchical Z-buffers with more than two levels”. I doubt this is true, for the same reason that I doubt they use a multilevel hierarchical rasterizer: adding more levels makes the easy cases (large triangles) even faster while adding latency and useless work for small triangles: if you’re drawing a triangle that fits inside a single 8×8 tile, any coarser hierarchy level is pure overhead, because even at the 8×8 level, you’d just do one test to trivial-reject the triangle (or not). And again, for hardware, it’s not that big a performance issue; as long as you’re not consuming extra bandwidth or other scarce resources, doing more compute work than strictly necessary isn’t a big problem, as long as it’s within reasonable limits,

Hierarchical stencil is also there and should also happen prior to fine rast, most likely in parallel with hierarchical Z. We’ve established that this runs on air, love and magic pixie dust, so it doesn’t need any actual hardware and is probably always exactly right in its predictions. Ahem. Moving on.

After that is fine rasterization, followed in turn by early Z. And for early Z, there’s two more important points I need to make.

### Revenge of the API order

For the past few parts, I’ve been playing fast and loose with the order that primitives are submitted in. So far, it didn’t matter; not for vertex shading, nor primitive assembly, triangle setup or rasterization. But Z is different. For Z-compare modes like “less” or “lessequal”, it’s very important what order the pixels arrive in; if we mess with that, we risk changing the results and introducing nondeterministic behavior. More importantly, as per the spec, we’re free to execute operations in any order so long as it isn’t visible to the app; well, as I just said, for Z processing, order is important, so we need to make sure that triangles arrive at Z processing in the right order (this goes for both early and late Z).

What we do in cases like this is go back in the pipeline and look for a reasonable spot to sort things into order again. In our current path, the best candidate location seems to be primitive assembly; so when we start assembling primitives from shaded vertex blocks, we make sure to assemble them strictly in the original order as submitted by the app to the API. This means we might stall a bit more (if the PA buffer holds an output vertex block, but it’s not the correct one, we need to wait and can’t start setting up primitives yet), but that’s the price of correctness.

### Memory bandwidth and Z compression

The second big point is that Z/Stencil is a serious bandwidth hog. This has a couple of reasons. For one, this is the one thing we really run for all samples generated by the rasterizer (assuming Z/Stencil isn’t off, of course). Shaders, blending etc. all benefit from the early rejection we do; but even Z-rejected pixels do a Z-buffer read first (unless they were killed by hierarchical Z). That’s just how it works. The other big reason is that, when multisampling is enabled, the Z/stencil buffer is per sample; so 4x MSAA means 4x the memory bandwidth cost of Z? For something that takes a substantial amount of memory bandwidth even at no MSAA, that’s seriously bad news.

So what GPUs do is Z compression. There’s various approaches, but the general idea is always the same: assuming reasonably-sized triangles, we expect a lot of tiles to just contain one or maybe two triangles. If that happens, then instead of storing Z-values for the whole tile, we just store the plane equation of the triangle that filled up this tile. That plane equation is (hopefully) smaller than the actual Z data. Without MSAA, one tile covers 8×8 actual pixels, so triangles need to be relatively big to cover a full tile; but with 4x MSAA, a tile effectively shrinks to 4×4 pixels, and covering full tiles gets easier. There’s also extensions that can support 2 triangles etc., but for reasonably-sized tiles, you can’t go much larger than 2-3 tris and still actually save bandwidth: the extra plane equations and coverage masks aren’t free!

Anyway, point is: this compression, when it works, is fully lossless, but it’s not applicable to all tiles. So we need some extra space to denote whether a tile is compressed or not. We could store this in regular memory, but that would mean we now need to wait two full memory round-trips latencies to do a Z-read. That’s bad. So again, we add some dedicated SRAM that allows us to store a few (1-3) bits per tile. At its simplest, it’s just a “compressed” or “not compressed” flag, but you can get fancy and add multiple compression modes and such. A nice side effect of Z-compression is that it allows us to do fast Z-clears: e.g. when clearing to Z=1, we just set all tiles to “compressed” and store the plane equation for a constant Z=1 triangle.

All of the Z-compression thing, much like texture compression in the texture samplers, can be folded into memory access/caching logic, and made completely transparent to everyone else. If you don’t want to send the plane equations (or add the interpolator logic) to the Z memory access block, it can just infer them from the Z data and use some integer delta-coding scheme. This kind of approach usually needs extra bits per sample to actually allow lossless reconstruction, but it can lead to simpler data paths and nicer interface between units, which hardware guys love.

And that’s it for today! Next up: Pixel shading and what happens around it.

### Postscript

As I said earlier, the topic of setting up interpolated attributes would actually make for a nice article on its own. I’m skipping that for now – might decide to fill this gap later, who knows.

Z processing has been in the 3D pipeline for ages, and a serious bandwidth issue for most of the time; people have thought long and hard about this problem, and there’s a zillion tricks that go into doing “production-quality” Z-buffering for GPUs, some big, some small. Again, I’m just scratching the surface here; I tried to limit myself to the bits that are useful to know for a graphics programmer. That’s why I don’t spend much time on the details of hierarchical Z computations or Z compression and the like; all of this is very specific on hardware details that change slightly in every generation, and ultimately, mostly there’s just no practical way you get to exploit any of this usefully: If a given Z-compression scheme works well for your scene, that’s some memory bandwidth you can spend on other things. If not, what are you gonna do? Change your geometry and camera position so that Z-compression is more efficient? Not very likely. To a hardware designer, these are all algorithms to be improved on in every generation, but to a programmer, they’re just facts of life to deal with.

This time, I’m not going into much detail on how memory accesses work in this stage of the pipeline. That’s intentional. There’s a key to high-throughput pixel shading and other per-pixel or per-sample processing, but it’s later in the pipeline, and we’re not there yet. Everything will be revealed in due time :)

# A trip through the Graphics Pipeline 2011, part 8

July 10, 2011

This post is part of the series [*“A trip through the Graphics Pipeline 2011”*](https://fgiesen.wordpress.com/2011/07/09/a-trip-through-the-graphics-pipeline-2011-index/).

In this part, I’ll be dealing with the first half of pixel processing: dispatch and actual pixel shading. In fact, this is really what most graphics programmer think about when talking about pixel processing; the alpha blend and late Z stages we’ll encounter in the next part seem like little more than an afterthought. In hardware, the story is a bit more complicated, as we’ll see – there’s a reason I’m splitting pixel processing into two parts. But I’m getting ahead of myself. At the point where we’re entering this stage, the coordinates of pixels (or, actually, quads) to shade, plus associated coverage masks, arrive from the rasterizer/early-Z unit – with triangle in the exact same order as submitted by the application, as I pointed out last time. What we need to do here is to take that linear, sequential stream of work and farm it out to hundreds of shader units, then once the results are back, we need to merge it back into one linear stream of memory updates.

That’s a textbook example of fork/join-parallelism. This part deals with the fork phase, where we go wide; the next part will explain the join phase, where we merge the hundreds of streams back into one. But first, I have a few more words to say about rasterization, because what I just told you about there being just one stream of quads coming in isn’t quite true.

### Going wide during rasterization

To my defense, what I told you used to be true for quite a long time, but it’s a serial part of the pipeline, and once you throw in excess of 300 shader units at a problem, serial parts of the pipeline have the tendency to become bottlenecks. So GPU architects started using multiple rasterizers; as of 2010, [NVidia employs four rasterizers](http://www.highperformancegraphics.org/previous/www_2010/media/Hot3D/HPG2010_Hot3D_NVIDIA.pdf) and [AMD uses two](http://www.highperformancegraphics.org/previous/www_2010/media/Hot3D/HPG2010_Hot3D_AMD.pdf). As a side note, the NV presentation also has a few notes on the requirement to keep stuff in API order. In particular, you really do need to sort primitives back into order prior to rasterization/early-Z, like I mentioned last time; doing it just before alpha blend (as you might be inclined to do) doesn’t work.

The work distribution between rasterizers is based on the tiles we’ve already seen for early-Z and coarse rasterization. The frame buffer is divided into tile-sized regions, and each region is assigned to one of the rasterizers. After setup, the bounding box of the triangle is consulted to find out which triangles to hand over to which rasterizers; large triangles will always be sent to all rasterizers, but smaller ones can hit as little as one tile and will only be sent to the rasterizer that owns it.

The beauty of this scheme is that it only requires changes to the work distribution and the coarse rasterizers (which traverse tiles); everything that only sees individual tiles or quads (that is, the pipeline from hierarchical Z down) doesn’t need to be modified. The problem is that you’re now dividing jobs based on screen locations; this can lead to a severe load imbalance between the rasterizers (think a few hundred tiny triangles all inside a single tile) that you can’t really do anything about. But the nice thing is that everything that adds ordering constraints to the pipeline (Z-test/write order, blend order) comes attached to specific frame-buffer locations, so screen-space subdivision works without breaking API order – if this wasn’t the case, tiled renderers wouldn’t work.

### You need to go wider!

Okay, so we don’t get just one linear stream of quad coordinates plus coverage masks in, but between two and four. We still need to farm them out to hundreds of shader units. It’s time for another dispatch unit! Which first means another buffer. But how big are the batches we send off to the shaders? Here I go with NVidia figures again, simply because they mention this number in [public white papers](http://www.nvidia.com/content/PDF/fermi_white_papers/NVIDIA_Fermi_Compute_Architecture_Whitepaper.pdf); AMD probably also states that information somewhere, but I’m not familiar with their terminology for it so I couldn’t do a direct search for it. Anyway, for NVidia, the unit of dispatch to shader units is 32 threads, which they call a “Warp”. Each quad has 4 pixels (each of which in turn can be handled as one thread), so for each shading batch we issue, we need to grab 8 incoming quads from the rasterizer before we can send off a batch to the shader units (we might send less in case there’s a shader switch or pipeline flush).

Also, this is a good point to explain why we’re dealing with quads of 2×2 pixels and not individual pixels. The big reason is derivatives. Texture samplers depend on screen-space derivatives of texture coordinates to do their mip-map selection and filtering (as we saw back in [part 4](https://fgiesen.wordpress.com/2011/07/04/a-trip-through-the-graphics-pipeline-2011-part-4/)); and, as of shader model 3.0 and later, the same machinery is directly available to pixel shaders in the form of derivative instructions. In a quad, each pixel has both a horizontal and vertical neighbor within the same quad; this can be used to estimate the derivatives of parameters in the x and y directions using [finite differencing](http://en.wikipedia.org/wiki/Finite_difference) (it boils down to a few subtractions). This gives you a very cheap way to get derivatives at the cost of always having to shade groups of 2×2 pixels at once. This is no problem in the interior of large triangles, but means that between 25-75% of the shading work for quads generated for triangle edges is wasted. That’s because all pixels in a quad, even the masked ones, get shaded. This is necessary to produce correct derivatives for the pixels in the quad that are visible. The invisible but still-shaded pixels are called “helper pixels”. Here’s an illustration for a small triangle:
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The triangle intersects 4 quads, but only generates visible pixels in 3 of them. Furthermore, in each of the 3 quads, only one pixel is actually covered (the sampling points for each pixel region are depicted as black circles) – the pixels that are filled are depicted in red. The remaining pixels in each partially-covered quad are helper pixels, and drawn with a lighter color. This illustration should make it clear that for small triangles, a large fraction of the total number of pixels shaded are helper pixels, which has attracted some [research attention](http://graphics.stanford.edu/papers/fragmerging/shade_sig10.pdf) on how to merge quads of adjacent triangles. However, while clever, such optimizations are not permissible by current API rules, and current hardware doesn’t do them. Of course, if the HW vendors at some point decide that wasted shading work on quads is a significant enough problem to force the issue, this will likely change.

### Attribute interpolation

Another unique feature of pixel shaders is attribute interpolation – all other shader types, both the ones we’ve seen so far (VS) and the ones we’re still to talk about (GS, HS, DS, CS) get inputs directly from a preceding shader stage or memory, but pixel shaders have an additional interpolation step in front of them. I’ve already talked a bit about this in the [previous part](https://fgiesen.wordpress.com/2011/07/08/a-trip-through-the-graphics-pipeline-2011-part-7/) when discussing Z, which was the first interpolated attribute we saw.

Other interpolated attributes work much the same way; a plane equation for them is computed during triangle setup (GPUs may choose to defer this computation somewhat, e.g. until it’s known that at least one tile of the triangle passed the hierarchical Z-test, but that shall not concern us here), and then during pixel shading, there’s a separate unit that performs attribute interpolation using the pixel positions of the quads and the plane equations we just computed.

**Update**: Marco Salvi points out (in the comments below) that while there used to be dedicated interpolators, by now the trend is towards just having them return the barycentric coordinates to plug into the plane equations. The actual evaluation (two multiply-adds per attribute) can be done in the shader unit.

All of this shouldn’t be surprising, but there’s a few extra interpolation types to discuss. First, there’s “constant” interpolators, which are (surprise!) constant across the primitive and take the value for each vertex attribute from the “leading vertex” (which vertex that is is determined during primitive setup). Hardware may either have a fast-path for this or just set up a corresponding plane equation; either way works fine.

Then there’s no-perspective interpolation. This will usually set up the plane equations differently; the plane equations for perspective-correct interpolation are set up either for X, Y-based interpolation by dividing the attribute values at each vertex by the corresponding w, or for barycentric interpolation by building the triangle edge vectors. Non-perspective interpolated attributes, however, are cheapest to evaluate when their plane equation is set up for X, Y-based interpolation without dividing the values at each vertex by the corresponding w.

### “Centroid” interpolation is tricky

Next, we have “centroid” interpolation. This is a flag, not a separate mode; it can be combined both with the perspective and no-perspective modes (but not with constant interpolation, because it would be pointless). It’s also terribly named and a no-op unless multisampling is enabled. With multisampling on, it’s a somewhat hacky solution to a real problem. The issue is that with multisampling, we’re evaluating triangle coverage at multiple sample points in the rasterizer, but we’re only doing the actual shading once per pixel. Attributes such as texture coordinates will be interpolated at the pixel center position, as if the whole pixel was covered by the primitive. This can lead to problems in situations such as this:

[![MSAA sample problem](data:image/png;base64,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)](https://fgiesen.files.wordpress.com/2011/07/msaa_samples.png)

Here, we have a pixel that’s partially covered by a primitive; the four small circles depict the 4 sampling points (this is the default 4x MSAA pattern) while the big circle in the middle depicts the pixel center. Note that the big circle is outside the primitive, and any “interpolated” value for it will actually be linear extrapolation; this is a problem if the app uses texture atlases, for example. Depending on the triangle size, the value at the pixel center can be very far off indeed. Centroid sampling solves this problem. The original explanation was that the GPU takes all of the samples covered by the primitive, computes their centroid, and samples at that position (hence the name). This is usually followed by the addition that this is just a conceptual model, and GPUs are free to do it differently, so long as the point they pick for sampling is within the primitive.

If you think it somewhat unlikely that the hardware actually counts the covered samples, sums them up, then divides by the count, then join the club. Here’s what actually happens:

* If all sample points cover the primitive, interpolation is done as usual, i.e. at the pixel center (which happens to be the centroid of all sample positions for all reasonable sampling patterns).
* If not all sample points cover the triangle, the hardware picks one of the sample points that do and evaluates there. All covered sample points are (by definition) inside the primitive so this works.

That picking used to be arbitrary (i.e. left to the hardware); I believe by now DX11 actually prescribes exactly how it’s done, but this more a matter of getting consistent results between different pieces of hardware than it is something that API users will actually care about. As said, it’s a bit hacky. It also tends to mess up derivative calculations for quads that have partially covered pixels – tough luck. What can I say, it may be industrial-strength duct tape, but it’s still duct tape.

Finally (new in DX11!) there’s “pull-model” attribute interpolation. Regular attribute interpolation is done automatically before the pixel shader starts; pull-model interpolation adds actual instructions that do the interpolation to the pixel shader. This allows the shader to compute its own position to sample values at, or to only interpolate attributes in some branches but not in others. What it boils down to is the pixel shader being able to send additional requests to the interpolation unit while the shader is running.

### The actual shader body

Again, the general shader principles are well-explained in the API documentation, so I’m not going to talk about how individual instructions work; generally, the answer is “as you would expect them to”. There are however some interesting bits about pixel shader execution that are worth talking about.

The first one is: texture sampling! Wait, didn’t I wax on about texture samplers for quite some time in part 4 already? Yes, but that was the texture sampler side of things – and if you remember, there was that one bit about texture cache misses being so frequent that samplers are usually designed to sustain at least one miss to main memory per request (which is 16-32 pixels, remember!) without stalling. That’s a lot of cycles – hundreds of them. And it would be a tremendous waste of perfectly good ALUs to keep them idle while all this is going on.

So what shader units actually do is switch to a different batch after they’ve issued a texture sample; then when that batch issues a texture sample (or completes), it switches back to one of the previous batches and checks if the texture samples are there yet. As long as each shader unit has a few batches it can work on at any given time, this makes good use of available resources. It does increase latency for completion of individual batches though – again, a latency-vs-throughput trade-off. By now you should know which side wins on GPUs: Throughput! Always. One thing to note here is that keeping multiple batches (or “Warps” on NVidia hardware, or “Wavefronts” for AMD) running at the same time requires more registers. If a shader needs a lot of registers, a shader unit can keep less warps around; and if there are less of them, the chance that at some point you’ll run out of runnable batches that aren’t waiting on texture results is higher. If there’s no runnable batches, you’re out of luck and have to stall until one of them gets its results back. That’s unfortunate, but there’s limited hardware resources for this kind of thing – if you’re out of memory, you’re out of memory, period.

Another point I haven’t talked about yet: Dynamic branches in shaders (i.e. loops and conditionals). In shader units, work on all elements of each batch usually proceeds in lockstep. All “threads” run the same code, at the same time. That means that ifs are a bit tricky: If any of the threads want to execute the “then”-branch of an if, all of them have to – even though most of them may end up ignoring the results using a technique called [predication](http://en.wikipedia.org/wiki/Branch_predication), because they didn’t want to descend down there in the first place.. Similarly for the “else” branch. This works great if conditionals tend to be coherent across elements, and not so great if they’re more or less random. Worst case, you’ll always execute both branches of every if. Ouch. Loops work similarly – as long as at least one thread wants to keep running a loop, all of the threads in that batch/Warp/Wavefront will.

Another pixel shader specific is the discard instruction. A pixel shader can decide to “kill” the current pixel, which means it won’t get written. Again, if all pixels inside a batch get discarded, the shader unit can stop and go to another batch; but if there’s at least one thread left standing, the rest will be dragged along. DX11 adds more fine-grained control here by way of writing the output pixel coverage from the pixel shader (this is always ANDed with the original triangle/Z-test coverage, to make sure that a shader can’t write outside its primitive, for sanity). This allows the shader to discard individual samples instead of whole pixels; it can be used to implement Alpha-to-Coverage with a custom dithering algorithm in the shader, for example.

Pixel shaders can also write the output depth (this feature has been around for quite some time now). In my experience, this is an excellent way to shoot down early-Z, hierarchical Z and Z compression and in general get the slowest path possible. By now, you know enough about how these things work to see why. :)

Pixel shaders produce several outputs – in general, one 4-component vector for each render target, of which there can be (currently) up to 8. The shader then sends the results on down the pipeline towards what D3D calls the “Output Merger”. This’ll be our topic next time.

But before I sign off, there’s one final thing that pixel shaders can do starting with D3D11: they can write to Unordered Access Views (UAVs) – something which only compute and pixel shaders can do. Generally speaking, UAVs take the place of render targets during compute shader execution; but unlike render targets, the shader can determine the position to write to itself, and there’s no implicit API order guarantee (hence the “unordered access” part of the name). For now, I’ll only mention that this functionality exists – I’ll talk more about it when I get to Compute Shaders.

**Update**: In the comments, Steve gave me a heads-up about the correct AMD terminology (the first version of the post didn’t have the “Wavefronts” name because I couldn’t remember it) and also posted a link to [this great presentation by Kayvon Fatahalian](http://bps10.idav.ucdavis.edu/talks/03-fatahalian_gpuArchTeraflop_BPS_SIGGRAPH2010.pdf) that explains shader execution on GPUs, with a lot more pretty pictures that I can be bothered to make :). You should really check it out if you’re interested in how shader cores work.

And… that’s it! No big list of caveats this time. If there’s something missing here, it’s because I’ve genuinely forgotten about it, not because I decided it was too arcane or specific to write up here. Feel free to point out omissions in the comments and I’ll see what I can do.

# A trip through the Graphics Pipeline 2011, part 9

July 12, 2011

This post is part of the series [*“A trip through the Graphics Pipeline 2011”*](https://fgiesen.wordpress.com/2011/07/09/a-trip-through-the-graphics-pipeline-2011-index/).

Welcome back! This post deals with the second half of pixel processing, the “join phase”. The previous phase was all about taking a small number of input streams and turning them into lots of independent tasks for the shader units. Now we need to fold that large number of independent computations back into one (correctly ordered) stream of memory operations. As I already did in the posts on rasterization and early Z, I’ll first give a quick description of what needs to be done on a general level, and then I’ll go into how this is mapped to hardware.

### Merging pixels again: blend and late Z

At the bottom of the pipeline (in what D3D calls the “Output Merger” stage), we have late Z/stencil processing and blending. These two operations are both relatively simple computationally, and they both update the render target(s) / depth buffer respectively. “Update” operation here means they’re of the read-modify-write variety. Because all of this happens for every quad that makes it this far through the pipeline, it’s also bandwidth-intensive. Finally, it’s order-sensitive (both blending and Z processing need to happen in API order), so we need to make sure to sort processed quads into order first.

I’ve already explained Z-processing, and blending is one of these things that work pretty much as you’d expect; it’s a fixed-function block that performs a multiply, a multiply-add and maybe some subtractions first, per render target. This block is kept deliberately simple; it’s separate from the shader units so it needs its own ALU, and we’d really prefer for it to be as small as possible: we want to spend our chip area (and power budget) on ALUs in the shader units, where they benefit every code that runs on the GPU, not on a fixed-function unit that’s only used at the end of the pixel pipeline. Also, we need it to have a short, predictable latency: this part of the pipeline needs to process data in-order to be correct. This limits our options as far as trading throughput for latency is concerned; we can still process quads that don’t overlap in parallel, but if we e.g. draw lots of small triangles, we’ll have multiple quads coming in for every screen location, and we’d better be able to write them out as quickly as they come, or else all our massively parallel pixel processing was for nought.

### Meet the ROPs

ROPs are the hardware units that handle this part of the pipeline (as you can tell by the plural, there’s more than one). The acronym, depending on who you asks, stands for “Render OutPut unit”, “Raster Operations Pipeline”, or “Raster Operations Processor”. The actual name is fairly archaic – it derives from the days of pure 2D hardware acceleration, with hardware whose main purpose was to do fast [Bit blits](http://en.wikipedia.org/wiki/Bit_blit). The classic 2D ROP design has three inputs – the current (destination) pixel value in the frame buffer, the source data, and a mask input – then computes some function of the 3 values and writes the results back to the frame buffer. Note this is before true color displays: the image data was usually in bit plane format and the function was some binary logic function. Then at some point bit planes died out (in favor of “chunky” representations that keep the bits for a pixel together), true color became the norm, the on-off mask was replaced with an alpha channel and the bitwise operations with blends, but the name stuck. So even now in 2011, when about the last remnant of that original architecture is the “logic op” in OpenGL, we still call them ROPs.

So what do we need to do, in hardware, for blend/late Z? A simple plan:

1. Read original render target/depth buffer contents from memory – memory access, long latency. Might also involve depth buffer and render target decompression! (I’ll explain render target compression later)
2. Sort incoming shaded quads into the right (API) order. This takes some buffering so we don’t immediately stall when quads don’t finish in the right order (think loops/branches, discard, and variable texture fetch latency). Note we only need to sort based on primitive ID here – two quads from the same primitive can never overlap, and if they don’t overlap they don’t need to be sorted!
3. Perform the actual blend/late Z/stencil operation. This is math – maybe a few dozen cycles worth, even with deeply pipelined units.
4. Write the results back to memory again, compressing etc. along the way – long latency again, though this time we’re not waiting for results so it’s less of a problem at this end.

So, build the late-Z/blending unit, add some compression logic, wire it up to memory on one side and do some buffering of shaded quads on the other side and we’re done, right?

Well, in theory anyway.

Except we need to cover the long latencies somehow. And all this happens for every single pixel (well, quad, actually). So we need to worry about memory bandwidth too… memory bandwidth? Wasn’t there something about memory bandwidth? Watch closely now as I pull a bunny out of a hat after I put it there way back in [part 2](https://fgiesen.wordpress.com/2011/07/02/a-trip-through-the-graphics-pipeline-2011-part-2/) (uh oh, that was more than a week ago – hope that critter is still OK in there…).

### Memory bandwidth redux: DRAM pages

In part 2, I described the 2D layout of DRAM, and how it’s faster to stay within a single row because changing the active row takes time – so for ideal bandwidth you want to stay in the same row between accesses. Well, the thing is, single DRAM rows are kinda large. Individual DRAM chips go up into the Gigabit range in size these days, and while they’re not necessarily square (in fact a 2:1 aspect ratio seems to be preferred), you can still do a rough calculation of how many rows and columns there would be; for 512 Megabit (=64MB), we’d expect something like 16384×32768, i.e. a single row is about 32k bits or 4k bytes (or maybe 2k, or 8k, but somewhere in that ballpark – you get the idea). That’s a rather inconvenient size to be making memory transactions in.

Hence, a compromise: the page. A DRAM page is some more conveniently sized slice of a row (by now, usually 256 or 512 bits) that’s commonly transferred in a single burst. Let’s take 512 bits (64 bytes) for now. At 32 bits per pixel – the standard for depth buffers and still fairly common for render targets although rendering workloads are definitely shifting towards 64 bit/pixel formats – that’s enough memory to fit data for 16 pixels in. Hey, that’s funny – we’re usually shading pixels in groups of 16 to 64! (NV is a bit closer to the smaller end, AMD favors the larger counts). In fact, the 8×8 tile size I’ve been quoting in the rasterizer / early Z parts comes from AMD; I wouldn’t be surprised if NV did coarse traversal (and hierarchical Z, which they dub “Z-cull”) on 4×4 tiles, though a quick web search turned up nothing to either confirm this or rule it out. Either way, the plot thickens. Could it be that we’re trying to traverse pixels in an order that gives good DRAM page coherency? You bet we are. Note that this has implications for internal render target layout too: we want to make sure pixels are stored such that a single DRAM page actually has a useful shape; for shading purposes, a 4×4 or 8×2 pixel DRAM page is a lot more useful than a 16×1 pixel one (remember – quads). Which is why render targets usually don’t have a fully linear layout in memory.

That gives us yet another reason to shade pixels in groups, and also yet another reason to do a two-level traversal. But can we milk this some more? You bet we can: we still have the memory latency to cover. Usual disclaimer: This is one of the places where I don’t have detailed information on what GPUs actually do, so what I’m describing here is a guess, not a fact. Anyway, as soon as we’ve rasterized a tile, we know whether it generates any pixels or not. At that point, we can select a ROP to handle our quads for that tile, and queue a command to fetch the associated frame buffer data into a buffer. By the point we get shaded quads back from the shader units, that data should be there, and we can start blending without delay (of course, if blending is off or identity, we can skip this load altogether). Similarly for Z data – if we run early Z before the pixel shader, we might need to allocate a ROP and fetch depth/stencil data earlier, maybe as soon as a tile has passes the coarse Z test. If we run late Z, we can just prefetch the depth buffer data at the same time we grab the framebuffer pixels (unless Z is off completely, that is).

All of this is early enough to avoid latency stalls for all but the fastest pixel shaders (which are usually memory bandwidth-bound anyway). There’s also the issue of pixel shaders that output to multiple render targets, but that depends on how exactly that feature is implemented. You could run the shader multiple times (not efficient but easiest if you have fixed-size output buffers), or you could run all the render targets through the same ROP (but up to 8 rendertargets with up to 128 bits/pixels – that’s a lot of buffer space we’re talking), or you could allocate one ROP per output render target.

An of course, if we have these buffers in the ROPs anyway, we might as well treat them as a small cache (i.e. keep them around for a while). This would help if you’re drawing lots of small triangles – as long as they’re spatially localized, anyway. Again, I’m not sure if GPUs actually do this, but it seems like a reasonable thing to do (you’d probably want to flush these buffers something like once per batch or so though, to avoid the synchronization/coherency issues that full write-back caches bring).

Okay, that explains the memory side of things, and the computational part we’ve already covered. Next up: Compression!

### Depth buffer and color buffer compression

I already explained the basic workings of this in [part 7](https://fgiesen.wordpress.com/2011/07/08/a-trip-through-the-graphics-pipeline-2011-part-7/) while talking about Z; in fact, I don’t have much to add about depth buffer compression here. But all the bandwidth issues I mentioned there exist for color values too; it’s not so bad for regular rendering (unless the Pixel Shaders output pixels fast enough to hit memory bandwidth limits), but it is a serious issue for MSAA, where we suddenly store somewhere between 2 and 8 samples per pixel. Like Z, we want some lossless compression scheme to save bandwidth in common cases. Unlike Z, plane equations per tile are not a good fit to textured pixel data.

However, that’s no problem, because actually, MSAA pixel data is even easier to optimize for: Remember that pixel shaders only run once per pixel, not per sample – unless you’re using sample-frequency shading anyway, but that’s a D3D11 feature and not commonly used (yet?). Hence, for all pixels that are fully covered by a single primitive, the 2-8 samples stored will usually be the same. And that’s the idea behind the common color buffer compression schemes: Write a flag bit (either per pixel, or per quad, or on an even larger granularity) that denotes whether for all the pixels in a compression block, all the per-sample colors are in fact the same. And if that’s the case, we only need to store the color once per pixel after all. This is fairly simple to detect during write-back, and again (much like depth compression), it requires some tag bits that we can store in a small on-chip SRAM. If there’s an edge crossing the pixels, we need the full bandwidth, but if the triangles aren’t too small (and they’re basically never all small), we can save a good deal of bandwidth on at least part of the frame. And again, we can use the same machinery to accelerate clears.

On the subject of clears and compression, there’s another thing to mention: Some GPUs have “hierarchical Z”-like mechanisms that store, for a large block of pixels (a rasterizer tile, maybe even larger) that the block was recently cleared. Then you only need to store one color value for the whole tile (or larger block) in memory. This gives you very fast color clears for some buffers (again, you need some tag bits for this!). However, as soon as any pixel with non-clear color is written to the tile (or larger block), the “this was just cleared” flag needs to be… well, cleared. But we do save a lot of memory bandwidth on the clear itself and the first time a tile is read from memory.

And that’s it for our first rendering data path: just Vertex and Pixel Shaders (the most common path). In the next part, I’ll talk about Geometry Shaders and how that pipeline looks. But before I conclude this post, I have a small bonus topic that fits into this section.

### Aside: Why no fully programmable blend?

Everyone who writes rendering code wonders about this at some point – the regular blend pipeline a serious pain to work with sometimes. So why can’t we get fully programmable blend? We have fully programmable shading, after all! Well, we now have the necessary framework to look into this properly. There’s two main proposals for this that I’ve seen – let’s look at the both in turn:

1. Blend in Pixel Shader – i.e. Pixel Shader reads framebuffer, computes blend equation, writes new output value.
2. Programmable Blend Unit – “Blend Shaders”, with subset of full shader instruction set if necessary. Happen in separate stage after PS.

### 1. Blend in Pixel Shader

This seems like a no-brainer: after all, we have loads and texture samples in shaders already, right? So why not just allow a read to the current render target? Turns out that unconstrained reads are a really bad idea, because it means that every pixel being shaded could (potentially) influence every other pixel being shaded. So what if I reference a pixel in the quad over to the left? Well, a shader for that quad could be running this instant. Or I could be sampling half of my current quad and half of another quads that’s currently active – what do I do now? What exactly would be the correct results in that regard, never mind that we’d probably have to shade all quads sequentially to reliably get them? No, that’s a can of worms. Unconstrained reads from the frame buffer in Pixel Shaders are out. But what if we get a special render target read instruction that samples one of the active render targets at the current location? Now, that’s a lot better – now we only need to worry about writes to the location of the current quad, which is a way more tractable problem.

However, it still introduces ordering constraints; we have to check all quads generated by the rasterizer vs. the quads currently being pixel-shaded. If a quad just generated by the rasterizer wants to write to a sample that’ll be written by one of the Pixel Shaders that are currently in flight, we need to wait until that PS is completed before we can dispatch the new quad. This doesn’t sound too bad, but how do we track this? We could just have a “this sample is currently being shaded” bit flag… so how many of these bits do we need? At 1920×1080 with 8x MSAA, about 2MB worth of them (that’s bytes not bits) – and that memory is global, shared and determines the rate at which we can issue new quads (since we need to mark a quad as busy before we can issue it). Worse, with the hierarchical Z etc. tag bits, they were just a hint; if we ran out of them, we could still render, albeit more slowly. But this memory is not optional. We can’t guarantee correctness unless we’re really tracking every sample! What if we just tracked the “busy” state per pixel (or even quad), and any write to a pixel would block all other such writes? That would work, but it would massively harm our MSAA performance: If we track per sample, we can shade adjacent, non-overlapping triangles in parallel, no problem. But if we track per pixel (or at lower granularity), we effectively serialize all the edge quads. And what happens to our fill rate for e.g. particle systems with lots of overdraw? With the pipeline I described, these render (more or less) as fast as the ROPs can merge the incoming pixels into the store buffers. But if we need to avoid conflicts, we really end up shading the individual overlapping particles in order. This isn’t good news for our shader units that are designed to trade latency for throughput, not at all.

Okay, so this whole tracking thing is a problem. What if we just force shading to execute in order? That is, keep the whole thing pipelined and all shaders running in lockstep; now we don’t need tracking because pixels will finish in the same order we put them into the pipeline! But the problem here is that we need to make sure the shaders in a batch actually always take the exact same time, which has unfortunate consequences: You always have to wait the worst-case delay time for every texture sample, need to always execute both sides of every branch (someone might at some point need the then/else branches, and we need everything to take the same time!), always runs all loops through for the same number of iterations, can’t stop shading on discard… no, that doesn’t sound like a winner either.

Okay, time to face the music: Pixel Shader blend in the architecture I’ve described comes with a bunch of seriously tricky problems. So what about the second approach?

### 2. “Blend Shaders”

I’ll say it right now: This can be made to work, but…

Let’s just say it has its own problems. For once, we now need another full ALU + instruction decoder/sequencer etc. in the ROPs. This is not a small change – not in design effort, nor in area, nor in power. Second, as I mentioned near the start of this post, our regular “just go wide” tactics don’t work so well for blend, because this is a place where we might well get a bunch of quads hitting the same pixels in a row and need to process them in order, so we want low latency. That’s a very different design point than our regular unified shader units – so we can’t use them for this (it also means texture sampling/memory access in Blend Shaders is a big no, but I doubt that shocks anyone at this point). Third, pure serial execution is out at this point – too low throughput. So we need to pipeline it. But to pipeline it, we need to know how long the pipeline is! For a regular blend unit, it’s a fixed length, so it’s easy. A blend shader would probably be the same. In fact, due to the design constraints, you’re unlikely to get a blend shader – more like a blend register combiner, really, completely with a (presumably relatively low) upper limit on the number of instructions, as determined by the length of the pipeline.

Point being, the serial execution here really constrains us to designs that are still relatively low-level; nowhere near the fully programmable shader units we’ve come to love. A nicer blend unit with some extra blend modes, you can definitely get; a more open register combiner-style design, possibly, though neither the API guys nor the hardware guys will like it much (the API because it’s a fixed function block, the hardware guys because it’s big and needs a big ALU+control logic where they’d rather not have it). Fully programmable, with branches, loops, etc. – not going to happen. At that point you might as well bite the bullet and do what it takes to get the “Blend in Pixel Shader” scenario to work properly.

…and that’s it for this post! See you next time.

# A trip through the Graphics Pipeline 2011, part 10

July 20, 2011

This post is part of the series [*“A trip through the Graphics Pipeline 2011”*](https://fgiesen.wordpress.com/2011/07/09/a-trip-through-the-graphics-pipeline-2011-index/).

Welcome back. Last time, we dove into bottom end of the pixel pipeline. This time, we’ll switch back to the middle of the pipeline to look at what is probably the most visible addition that came with D3D10: Geometry Shaders. But first, some more words on how I decompose the graphics pipeline in this series, and how that’s different from the view the APIs will present to you.

### There’s multiple pipelines / anatomy of a pipeline stage

This goes back to [part 3](https://fgiesen.wordpress.com/2011/07/03/a-trip-through-the-graphics-pipeline-2011-part-3/), but it’s important enough to repeat it: if you look in, for example, the D3D10 documentation, you’ll find a diagram of the “D3D10 pipeline” that includes all stages that might be active. The “D3D10 pipeline” includes Geometry Shading, even if you don’t have a Geometry shader set, and the same for Stream-Out. In the purely functional model of D3D10, the Geometry Shading stage is always there; if you don’t set a Geometry Shader, it just happens to be very simple (and boring): data is just passed through unmodified to the next pipeline stage(s) (Rasterization/Stream-Out).

That’s the right way to specify the API, but it’s the wrong way to think about it in this series, where we’re concerned with how that functional model is actually implemented in hardware. So how do the two shader stages we’ve seen so far look? For VS, we went through the Input Assembler, which prepared a block of vertices for shading, then dispatched that batch to a shader unit (which chews on it for a while), and then some time later we get the results back, write them into a buffer (for Primitive Assembly), make sure they’re in the right order, then send them down to the next pipeline stage (Culling/Clipping etc.). For PS, we receive to-be-shaded quads from the rasterizer, batch them up, buffer them for a while until a shader unit is free to accept a new batch, dispatch a batch to a shader unit (which chews on it for a while), and then some time later we get the results back, write them into a buffer (for the ROPs), make sure they’re in the right order, then do blend/late Z and send the results on to memory. Sounds kind of familiar, doesn’t it?

In fact, this is how it always looks when we want to get something done by the shader units: we need a buffer in the front, then some dispatching logic (which is in fact pretty universal for all shader types and can be shared), then we go wide and run a bunch of shaders in parallel, and finally we need another buffer and a unit that sorts the results (which we received potentially out-of-order from the shader units) back into API order.

We’ve seen shader units (and shader execution) and we’ve seen dispatch; and in fact, now that we’ve seen Pixel Shaders (which have some peculiarities like derivative computation, helper pixels, discard and attribute interpolation), we’re not gonna see any big additions to shader unit functionality until we get to Compute Shaders, with their specialized buffer types and atomics. So for the next few parts, I won’t be talking about the shader units; what’s really different about the various shader types is the shape and interpretation of data that goes in and comes out. The shader parts that don’t deal with IO (arithmetic, texture sampling) stay the same, so I won’t be talking about them.

### The Shape of Tris to Shade

So let’s have a look at how our IO buffers for Geometry Shaders look. Let’s start with input. Well, that’s reasonably easy – it’s just what we wrote from the Vertex Shader! Or well, not quite; the Geometry Shader looks at primitives, not individual vertices, so what we really need is the output from Primitive Assembly (PA). Note that there’s multiple ways to deal with this; PA could expand primitives out (duplicating vertices if they’re referenced multiple times), or it could just hand us one block of vertices (I’ll stick with the 32 vertices I used earlier) with an associated small “index buffer” (since we’re indexing into a block of 32 vertices, we just need 5 bits per index). Either way works fine; the former is the natural input format for the clip/cull I discussed after PA, but the latter needs far less buffer space when running GS, so I’ll use that model here.

One reason you need to worry about amount of buffer space with GS is that it can work on some pretty large primitives, because it doesn’t just support plain lines or triangles (2 and 3 vertices per primitive respectively), but also lines/triangles with adjacency information (4/6 vertices per primitive). And D3D11 adds input primitives that are much fatter still – a GS can also consumes patches with up to 32 control points as input. Duplicating the vertices of e.g. a 16-control point patch, which could each have up to 16 vector attributes (32 with D3D11)? That’d be some serious memory waste. So I’m assuming non-duplicated, indexed vertices for this path. Which makes the input for a batch of primitives: the VS output, plus a (relatively small) index buffer.

Now, the geometry shader runs per primitive. For vertex shaders, we needed to gather a batch of vertices, and we chose our batch size with a simple greedy algorithm that tries to pack as many vertices into a batch as possible without splitting a primitive across multiple batches – fair enough. And for pixel shading, we get plenty of quads from the rasterizer and pack them all into batches. Geometry Shaders are a bit more inconvenient – our input block is guaranteed to contain at least one full primitive, and possibly several – but other than that, the number of primitives in that block completely depends on the vertex cache hit rate. If it’s high and we’re using triangles, we might get something like 40-43; if we’re using triangles with adjacency information we could have as little as 5 if we’re unlucky.

Of course, we could try to collect primitives from several input blocks here, but that’s kind of awkward too. Now we need to keep multiple input blocks and index buffers around for a single GS batch, and if a single batch can refer to multiple index buffers that means each primitive in that batch now needs to know where to get the indices and vertex data from – more storage requirements, more management, more overhead. Also ugly. And of course even with two input blocks you’re still at crappy utilization if you hit two input batches with low vertex cache hit rate. You can support more input blocks, but that eats away at memory – and remember, you need space for the output geometry too (I’ll get to that in a bit).

So this is our first snag: with VS, we could basically pick our target batch size, and we chose to not always generate full batches so as to make our lives in PA (and here in the GS, and later in the HS too) a bit easier. With PS, we always shade quads, and even fairly small tris usually hit multiple quads so we get an okay ratio of number of quads to number of tris. But with GS, we don’t have full control over either ends of the pipeline (since we’re in the middle!), and we need multiple input vertices per primitive (as opposed to multiple quads per one input triangle), so buffering up a lot of input is expensive (both in terms of memory and in the amount of management overhead we get).

At this stage, you can basically pick how many input blocks you’re willing to merge to get one block of primitives to geometry shade; that number is going to be low because of the memory requirements (I’d be very surprised to see more than 4), and depending on how important you judge GS to be, you might even pick 1, i.e. don’t merge across input blocks at all and live with crappy utilization on GS shading blocks/Warps/Wavefronts! That’s not great with triangles and really bad with the primitives that have even more vertices, but not much of an issue when your main use case for GS in practice is expanding points to quads (point sprites) and maybe rendering the occasional cube shadow map (using the Viewport Array Index/Rendertarget Index – I’ll get to that in a bit).

### GS output: no rose garden over here, either

So how’s it looking on the output side? Again, this is more complicated than the plain VS data flow. Much more complicated in fact; while a VS only outputs one thing (shaded vertices) with a 1:1 correspondence between unshaded and shaded vertices, a GS outputs a variable number of vertices (up to a maximum that’s specified at compile time), and as of D3D11 it can also have multiple output streams – however, a maximum of one stream can be sent on down the rest of the pipeline, which is the path I’m talking about now. The other destination for GS data (Stream-Out) will be covered in the next part.

A GS produces variable-sized output, but it needs to run with bounded memory requirements (among other things, the amount of memory available for buffers determines how many primitives can be Geometry Shaded in parallel), which is why the maximum number of output vertices is fixed at compile-time. This (together with the number of written output attributes) determines how much buffer space is allocated, and thus indirectly the maximum number of parallel GS invocations; if that number is too low, latency can’t be fully hidden, and the GS will stall for some percentage of the time.

Also note that the GS inputs primitives (e.g. points, lines, triangles or patches, optionally with adjacency information), but outputs vertices – even though we send primitives down to the rasterizer! If the output primitive type is points, this is trivial. For lines and triangles however, we need to reassemble those vertices back into primitives again. This is handled by making the output vertices form a line or triangle strip, respectively. This handles what are perhaps the 3 most important cases well: single lines, triangles, or quads. It’s not so convenient if the GS tries to do some actual extrusion or generate otherwise “complicated” geometry, which often needs several “restart strip” markers (which boils down to a single bit per vertex that denotes whether the current strip is continued or a new strip is started). So why the limitation? At the API level, it seems fairly arbitrary – why can’t the GS just output a vertex list together with a small index buffer?

The answer boils down to two words: Primitive Assembly. This is what we’re doing here – taking a number of vertices and assembling them into a full primitive to send down the pipeline. But we already use that functional block in this data path, just in front of the GS. So for GS, we need a second primitive assembly stage, which we’d like to keep simple, and assembling triangle strips is very simple indeed: a triangle is always 3 vertices from the output buffer in sequential order, with only a bit of glue logic to keep track of the current winding order. In other words, strips are not significantly more complex to support than what is arguably the simplest primitive of all (non-indexed lines/triangles), but they still save output buffer space (and hence give us more potential for parallelism) for typical primitives like quads.

### API order again

There’s a few problems here, however: in the regular vertex shading path, we know exactly how many primitives there are in a batch and where they are, even before the shaded vertices arrive at the PA buffer – all this is fixed from the point where we set up the batches to shade. If we, for example, have multiple units for cull/clip/triangle setup, they can all start in parallel; they know where to get their vertex data from, and they can know ahead of time which “sequence number” their triangle will have so it can all be put into order.

For GS, we don’t generally know how many primitives we’re gonna generate before we get the outputs back – in fact, we might not have produced any! But we still need to respect API order: it’s first all primitives generated from GS invocation 0, then all primitives from invocation 1, and so on, through to the end of the batch (and of course the batches need to be processed in order too, same as with VS). So for GS, once we get results back, we first need to scan over the output data to determine the locations where complete primitives start. Only then can we start doing cull, clip and triangle setup (potentially in parallel). More extra work!

### VPAI and RTAI

These are two features added with GS that don’t actually affect Geometry Shader execution, but do have some effect on the processing further downstream, so I thought I’d mention them here: The Viewport Array Index (here, VPAI for short) and Render-target Array Index (RTAI). RTAI first, since it’s a bit easier to explain: as you hopefully know, D3D10 adds support for texture arrays. Well, the RTAI gives you render-to-texture-array support: you set a texture array as render target, and then in the GS you can select per-primitive to which array index the primitive should go. Note that because the GS is writing vertices not primitives, we need to pick a single vertex that selects the RTAI (and also VPAI) per primitive; this is always the “leading vertex”, i.e. the first specified vertex that belongs to a primitive. One example use case for RTAI is rendering cubemaps in one pass: the GS decides per primitive to which of the cube faces it should be sent (potentially several of them). VPAI is an orthogonal feature which allows you to set multiple viewports and scissor rects (up to 15), and then decide per primitive which viewport to use. This can be used to render multiple cascades in a Cascaded Shadow Map in a single pass, for example, and it can also be combined with RTAI.

As said, both features don’t affect GS processing significantly – they’re just extra data that gets tacked onto the primitive and then used later: the VPAI gets consumed during the viewport transform, while the RTAI makes it all the way down to the pixel pipeline.

### Summary so far

Okay, so there’s some amount of trouble on the input end – we don’t fully get to pick our input data format, so we need extra buffering on the input data, and even then we have a variable amount of input primitives which we’re not necessarily going to be able to partition into nice big batches. And on the output end, we’re again assembling a variable number of primitives, don’t necessarily know which GS will produce how many primitives in advance (though for some GSs we’ll be able to determine this statically from the compiled code, for example because all vertex emits are outside of flow control or inside loops with a known iteration count and no early-outs), and have to spend some time parsing the output before we can send it on to triangle setup.

If that sounds more involved than what we had in the VS-only case, that’s because it is. This is why I mentioned above that it’s a mistake to think of the GS as something that always runs – even a very simple GS that does nothing except pass the current triangle through goes through two more buffering stages, an extra round of primitive assembly, and might execute on the shader units with poor utilization. All of this has a cost, and it tends to add up: I checked it when D3D10 hardware was fairly new, and on both AMD and NVidia hardware, even a pure pass-through GS was between 3x and 7x slower than no GS at all (in a geometry-limited scenario, that is). I haven’t re-run this experiment on more recent hardware; I would assume that it’s gotten better by now (this was the first generation to implement GS, and features don’t usually have good performance in the first GPU generation that implements them), but the point still stands: just sending something through the GS pipe, even if nothing at all happens there, has a very visible cost.

And it doesn’t help that GSs produce primitives as strips, sequentially; for a Vertex Shader, we get one invocation per vertex, which reads one vertex and writes one vertex (nice). For a GS, though, we might end up having only a batch of 11 GSs running (because there wasn’t enough primitives in the input buffer), with each of them running fairly long and producing something like 8 output vertices. That’s a long time to be running at low utilization! (Remember we need somewhere between 16 and 64 independent jobs per batch we dispatch to the shader units). It’s even more annoying if the GS mainly consists of a loop – for example, in the “render to cube map” case I mentioned for RTAI, we loop over the 6 faces in a cube, check if a triangle is visible on that face, and output a triangle if that’s the case. The computations for the 6 faces are really independent; if possible, we’d like to run them in parallel!

### Bonus: GS Instancing

Well, enter GS Instancing, another feature new in D3D11 – poorly documented, sadly (and I’m not sure if there’s any good examples for it in the SDK). It’s fairly simple to explain, though: for each input primitive, the GS gets run not just once but multiple times (this is a static count selected at compile time). It’s basically equivalent to wrapping the whole shader in a

for (int i = 0; i < N; i++)

{

// ...

}

block, only the loop is handled outside the shader by actually generating multiple GS invocations per input primitive, which helps us get larger batch sizes and thus better utilization. The i is exported to the shader as a system-generated value (in D3D11, with Semantic SV\_GSInstanceID). So if you have a GS like that, just get rid of the outer loop, add a [instances(N)] declaration and declare i as input with the right semantic and it’ll probably run faster for very little work on your part – the magic of giving more independent jobs to a massively parallel machine!

Anyway, that’s it on Geometry Shaders. I’ve skipped Stream-Out, but this post is already long enough, and besides SO is a big enough topic (and independent enough of GS!) to warrant its own post. Next post, to be more precise. Until then!

# A trip through the Graphics Pipeline 2011, part 11

August 14, 2011

This post is part of the series [*“A trip through the Graphics Pipeline 2011”*](https://fgiesen.wordpress.com/2011/07/09/a-trip-through-the-graphics-pipeline-2011-index/).

Welcome back! This time, the focus is going to be on Stream-Out (SO). This is a facility for storing the Output of the Geometry Shader stage to memory, instead of sending it down the rest of the pipeline. This can be used to e.g. cache skinned vertex data, or as a sort of poor man’s Compute Shader on D3D10-level hardware using the D3D10 API (note that with D3D11, you can just use CS 4.0, even on D3D10 hardware). And just like the GS Instancing I mentioned last time, some of this is very poorly described in the API docs, so I’ll have a few comments about API usage even though it’s technically out of the intended scope of this series.

### Vertex Shader Stream-Out (i.e. SO with NULL GS)

This is one of the features that’s not properly explained in the D3D10 (or D3D11, for that matter) docs; in fact, it’s not mentioned there at all except for a small throwaway remark in “Getting Started with the Stream-Output Stage (Direct3D 10)”. You’re supposed to figure it out from the examples – which themselves don’t exactly go out of their way to make it clear what’s going on. That’s a pity – VS Stream-Out is easier than GS SO, and has some pretty useful applications by itself (e.g. caching skinned vertices).

So here’s how it’s done in D3D10 and 11: You simply pass Vertex Shader bytecode (instead of GS bytecode) to CreateGeometryShaderWithStreamOutput. Yes, the docs mention something about “Size of the compiled geometry shader” here – ignore it. What you get back is a Geometry Shader object that you can then pass to GSSetShader. This is, in effect, a NULL Geometry Shader – it doesn’t actually go through GS processing. It’s just some wrapper (more like duct tape really) to make it fit into the API model, where all rendering passes through the GS stage and SO comes right after GS – though as I’ve explained last time, actual HW tends to skip the GS stage completely when there’s no GS set.

So the shaded vertices get assembled into primitives as before, but instead of getting sent down the rest of the pipeline as already described, they get forwarded to Stream-Out, where they arrive – as always – in a buffer. What exactly happens with them then depends on the Stream-Out declaration (which is passed at creation time). In the Stream-Out declaration, the app gets to specify where it wants each output vector to end up in the Stream-Out targets (or SO targets for short). If the SO declaration “matches” the Vertex Shader Output Declaration (i.e. the same attributes in the same order), data from the input buffers can be streamed more or less unprocessed into memory. If it doesn’t match the declaration exactly – it might skip some attributes written by the shader, or write them in a different order – either way, there’s some extra reordering involved. This might involve a dedicated reordering unit (which basically implements a gather-type operation from the SO input buffers), or it might involve generating lots of small memory writes instead of large burst writes, or something similar. Either way, it’s extra effort and generally slower; the details of what exactly triggers a slow path depend on the hardware specifics, but really, it doesn’t matter that much. If you want optimal SO performance, just make sure the SO declaration and Output declarations agree.

Another point is that SO usually doesn’t have access to a very high-performance path to the memory subsystem. Unlike e.g. the ROPs, SO isn’t really (yet?) a full citizen in current GPU designs, so it often only has access to one memory channel or something of the sort. That’s something to keep in mind if you’re producing a lot of data via SO. This is compounded by SO outputs always being full floats, so there’s no way to conserve bandwidth by using one of the packed vertex data types.

Final remark on VS SO: As I mentioned earlier, SO operates on assembled primitives, not individual vertices. Note that Primitive Assembly discards adjacency information if it makes it that far down the pipeline, and since this happens before SO, vertices corresponding to adjacency info won’t make it into SO buffers either. SO working on primitives not individual vertices is relevant for use cases like instancing a single skinned mesh (in a single pose) several times. If you were to draw your triangle mesh as you usually would and then use SO on that, this results in a data explosion – you get 3 unpacked, unshared vertices per input primitive. This works, but isn’t exactly an efficient use of bandwidth, both on the SO and the later vertex input side. Instead, you should draw your triangle mesh as a (non-indexed) point list in the first pass, thereby shading each vertex exactly once. The SO buffer then ends up in 1:1 correspondence to your original vertex buffer, only with skinned instead of non-skinned vertices. You can then use that vertex buffer with your original primitive topology and index buffer.

### Geometry Shader SO: Multiple streams

This basically works like SO with a NULL GS, except there’s a Geometry Shader involved, which adds some new capabilities (and complications). In the VS case, we just had one output stream (note that streams are a D3D11+ feature – they don’t exist on D3D10-level HW). That stream could be sent to SO or not, and it could also be sent to down the pipeline to viewport/clip/cull or not, but that’s it. But Geometry Shaders allow multiple streams, which makes output routing a bit more difficult.

Basically, every GS can write to (as of D3D11) up to 4 streams. Each stream may be sent on to SO targets – yes, plural: a single stream can write to multiple SO targets, but a single SO target can receive values from only one stream, i.e. this is a one-to-many relationship, not a fully general many-to-many one. The presence of streams has some implications for SO buffering – instead of a single input buffer like I described in the NULL GS case, we now may have multiple input buffers, one per stream. In addition to SO targets, up to one stream may be sent down the pipe – i.e. the regular rendering pipeline and SO may be used simultaneously.

As in the NULL GS case, SO works on primitives, not individual vertices – that is, the strips you output in the GS get expanded out to full lines or triangles before they get into SO.

### Tracking output size

There’s another issue here: we don’t necessarily know how much output data is going to be produced from SO. For GS, this comes about because each GS invocation may produce a variable number of output primitives; but even in the simpler VS case, as soon as indexed primitives are involved, the app might slip some “primitive cut” indices in there that influence how many primitives actually get written. This is a problem if we then want to draw from that SO buffer later, because we don’t know how many vertices are actually in there! We do have an upper bound – the maximum capacity of the buffer as created – but that’s it. Now, this could be resolved using some kind of query mechanism, but once you think it through, that seems fairly backwards: at the point we’re using the SO buffer for drawing, we obviously do know how many primitives we actually wrote – the SO unit needs to keep track of its current output position, after all! If we employed some query mechanism, we would end up transporting that single 32-bit value back over the bus to the driver, which passes it on to the API, which passes it on to the app – which then immediately dispatches another draw, going through all the layers again in the opposite direction.

So that’s not how it’s solved. Instead, there’s DrawAuto. The idea is very simple – the GPU already knows how many valid vertices it actually wrote to the output buffer; the SO unit keeps track of that while it’s writing, and the final counter is also kept in memory (along with the buffer) since the app may render to a SO buffer in multiple passes. This counter is then used for DrawAuto, instead of having the app submit an explicit count itself – simplifying things considerably and avoiding the costly round-trip completely. Note that this query mechanism does exist – both for checking the number of vertices written and to determine whether an overflow occurred. But it’s not on the critical path for rendering from SO buffers, which makes things a lot simpler for driver developers.

And that’s it for SO, really. Not really a lot of HW info in this one, and not really a super-interesting topic from a pipeline perspective, which is why it took me so long to finish; sorry about that. Next up is Tessellation – this should be a lot quicker, since it’s a fun topic :)

# A trip through the Graphics Pipeline 2011, part 12

September 6, 2011

This post is part of the series [*“A trip through the Graphics Pipeline 2011”*](https://fgiesen.wordpress.com/2011/07/09/a-trip-through-the-graphics-pipeline-2011-index/).

Welcome back! This time, we’ll look into what is perhaps the “poster boy” feature introduced with the D3D11 / Shader 5.x hardware generation: Tessellation. This one is interesting both because it’s a fun topic, and because it marks the first time in a long while that a significant user-visible component has been added to the graphics pipeline that’s not programmable.

Unlike Geometry Shaders, which are conceptually quite easy (it’s just a shader that sees whole primitives as opposed to individual vertices), the topic of “Tessellation” requires some more explanation. There’s tons of ways to tessellate geometry – to name just the most popular ones, there’s Spline Patches in dozens of flavors, various types of Subdivision Surfaces, and Displacement Mapping – so from the bullet point “Tessellation” alone it’s not at all obvious what services the GPU provides us with, and how they are implemented.

To describe how hardware tessellation works, it’s probably easiest to start in the middle – with the actual primitive tessellation step, and the various requirements that apply to it. I’ll get to the new shader types (Hull Shaders and Domain Shaders in D3D11 parlance, Tessellation Control Shader and Tessellation Evaluation Shader in OpenGL 4.0 lingo) later.

### Tessellation – not quite like you’d expect

Tessellation as implemented by Shader 5.x class HW is of the “patch-based” variety. Patch types in the CG literature are mostly named by what kind of function is used to construct the tessellated points from the control points (B-spline patches, Bézier triangles, etc.). But we’ll ignore that part for now, since it’s handled in the new shader types. The actual fixed-function tessellation unit deals only with the topology of the output mesh (i.e. how many vertices there are and how they’re connected to each other); and it turns out that from this perspective, there’s basically only two different types of patches: quad-based patches, which are defined on a parameter domain with two orthogonal coordinate axes (which I’ll call u and v here, both are in [0,1]) and usually constructed as a tensor product of two one-parameter basis functions, and triangle-based patches, which use a redundant representation with three coordinates (u, v, w) based on barycentric coordinates (i.e. ![u, v, w \ge 0, u + v + w = 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALUAAAAPBAMAAABQLJOJAAAAMFBMVEX59/VERES9u7qwr62ko6Lt6+lnZ2bV09JcW1t/f37g392Yl5ZPT090c3OMi4vIx8WbuBNzAAAByklEQVQ4Ea1SPUsDQRB93OWIuYixETsJWIhaGD8KP0CCvZBY2Fh4P0Ebk07Bzkq00Ks8sBORoI0gyiHYpAraWYqNjcTCVp3Z2U3uTPALp9g38+bNY273gG9jfOJbSRtBZrsNaaghndh5q2I4hdYXVaOVufIaeWtysidcR4Aw1u36omq2LK+Zt2ZLB4orAr2x5n94I3HLnqvA9R+9rQks8ijhrsY350bM7DvCF2BTN5QQsnd/PpVjWiqabkwxS34eUCpjkPPSGoYZ18t4xD1nFJNB09sIxS1Z8uSJxdtMpXwK2dEDggvZl3CB7Qi3kOcMmM/SYe5EC31/3/dzcNMVh7q6ik3RDIV6yyqqqqjiVdAJxdu5rDNRLOi3NELZtDPIFLgtFapmijkO9nZDNwwod0NkCQitGm8E52mFa9A/2M1ohNrtGPKfi7eZit9J0kvUsodA0qM9CN2N9LaamgrYEbArdt7NsYCETIjbmv5M7W2mWKDC9gge3ncLo/R5ZwMA4+nIzrTqmmNuBnaPFjInbumxFSWQqmUqed5H+3C4gYIGShU5jyJ5OpID8SrWkkKujh4g0pt9pgg0kY00fpkua73Bz+NO/TPzk/oDyUdziF1UtoUAAAAASUVORK5CYII=)). In D3D11 parlance, these are the “quad” and “tri” domains, respectively. There’s also an “isoline” domain which instead of a 2D surface produces one or multiple 1D curves; I’ll treat it the same way as I did lines and point primitives throughout this series: I acknowledge its existence but won’t go into further detail.

Tessellated primitives can be drawn naturally in their respective domain coordinate systems. For quads, the obvious choice of drawing the domain is as a unit square, so that’s what I’ll use; for triangles, I’ll use an equilateral triangle to visualize things. Here’s the coordinate systems I’ll be using in this post with both the vertices and edges labeled:

[![Quad coordinate system](data:image/png;base64,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)](https://fgiesen.files.wordpress.com/2011/09/quad_coords2.png)  
[![Triangle coordinate system](data:image/png;base64,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)](https://fgiesen.files.wordpress.com/2011/09/tri_coords.png)

Anyway, both triangles and quads have what I would consider a “natural” way to tessellate them, depicted below. But it turns out that’s not actually the mesh topology you get.

[!["Natural" tessellated quad (4x3)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOMAAADjCAQAAADdh2vHAAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAACxIAAAsSAdLdfvwAAAdGSURBVHja7d2/il1VHMXxdTZTxuKCYgSrC6nEIg4W9ucBbNKZlPEJ5BapBUNASxn/gBghGA1YiM0E1AcYQh5g0mYwQpp0FsciGmYyf+655+y99m9PvnceYHFn7bU/955iRuq1q9Ug149W2lVPXt68TvtaSrqqAzleF3Vb0mNdk8jLlvdI2tGgfePpOdCgHWPeX+a8v2vkdYO6T/TN8NRzeLptvas3hlums+rP63VBl4x5V/RE7w+3kqQHthIX6ofv9MD2Jv1528MvxrylFsMfeiAlOV/X9ZU1bzXcPNd514f/fp/GGrsruu/avSR15kPTrXSzVp6txm5bGvaMb3JbT4dHxrxee9ZDemQUphq7hfrhJ+Ob9OdtD/eNeUstDo/CtUZULKSisUZULJ1nqBEVy4+ieI2oWFZF1xpRsaiKlhpR0ZNXtEZUdI2iYI2o6FCx/BpR0aBi4RpR0ZlXqEZU9I6iSI2o6FOx5BpR0aZisRpR0Z+XvUZUrDGKzDWiolvFMmtERbOKBWpExVp5GWtExXofFbPViIp1VMy9RlSsomLWGlGxbl6WGlGx9gOUDDWiYk0V860RFSuqmKlGVIyQN7NGVKytYoYaUbG+ijnWiIrVVZxdIyrGyZtcIyrGUHFWjagYRcV5a0TFICrOqBEVo+VNqBEVI6k4sUZUjKXi1DWiYigVJ9WIijHzNqoRFeOpuHGNqBhRxc3XiIoBVdywRlSMnDeyRlSMquIGNaJiXBU3WSMqhlVxdI2oGD9vbY2oGFvFUTWiYnQVx60RFYOrOKJGVGwlL6Fi2yquqREV21Bx3RpRsQkVz6wRFdvKS6jYtoqn1oiKLal4+hpRsSEVT6kRFVvMS6jYtoon1IiK7al40hpRsTkVj9WIiu3mJVRsW8UjNaJiqyoeXSMqNqri89eWpMvd274LoFvocrf0HZpuocvdtk+pGnm6L+1o0MEg14/2NWjXnPerOe+eOW9nS72kN7uPdGA5PBe1lPRO15sO6/O898x5H5jzeqnXnlbG0/O79tSTlyltod+0p16DrG/yupbWvJUWr0Jecn6e4rtiqTxjjXxXzD6KFw9snGvku2KxUdhq5Alq7kNz+PeZbBcAKhbMS/4LABVzquhcIyoWHoWhRlQsqaKpRlR05CX/BYCKOVX0rBEVLaMoWiMqllexeI2o6MtL/gsAFXOqWHqNqGgcRaEaUdGlYsEaUdGdl/wXACrmVLHcGlHRPorsNaKiV8UiNaJinbzkvwBQMaeKJdaIipVGkbFGVKyhYuYaUbFmXvJfAKiYU8W8a0TFqh8Vs9SIivVUzFYjKtbPS/4LABVzqphrjagY4AHKzBpRsbaKGWpExSh5yX8BoGJOFeevERUDqDizRlSMoeKsGlExVl7yXwComFPFOWtExTAqTq4RFSOpOLFGVIyYl/wXACrmVHHaGlExmIoTakTFeCpuXCMqxs1L/gsAFZX9T/SPXyMqhlRxoxpRMaqKG9SIitHzkv8CQMX8/7hmzBpRMbCKI2tExdgqjqoRFdvIS6jYtopj1oiK4VVcWyMqtqDimhpRsaW8hIptq3j2GlGxERXPqBEV21Hx1BpRsb28hIptq3jaGlGxKRVPrBEVW1PxhBpRsdW8hIptq3h8jajYoIov1YiKbap4pEZUbDsvoWLbKv7/WuqO7hj/xXmvO/ryXOf9rJvm97fc0o56Pes+1DPLobmg7/WaHna96ZDWytu15r2+JUn6R396bvJuIUl64rpSu4W6c56XJGlLH+tTfWvk+Edd0A1b2kJf6y1j3lJf6JI173Nd0g0NUm+8yT87z3laaFUnL8n44rtiqQcoxhr5rpg579ChsdXId8XseYce2CT/BeC64M7vE9TjeaYaUbHsKCw1omI5FW01omJJFX1rRMXiecVrREXHKArXiIqlVTTUiIrlVXSsERVNeQVrREXfKIrViIoeFYvWiIouFcuuERWteUVqREX3KArUiIpOFQvViIpeFUutERUr5GWuERXrjCJrjajoVzF7jahYQ8X8a0TFannZakTFmh8VM9WIirVUzFgjKtZTMecaUbFyXoYaUbH+A5TZNaJiXRWz1IiKtVXMs0ZUDJE3q0ZUrK/i7BpRMYKKM2tExRgqzl0jKgbKm1gjKkZRcUaNqBhHxck1omIkFaevERXD5W1cIyrGUnFSjagYTcUJNaJiPBWnrBEVg+ZtUCMqRlRxwxpRMaaKG9WIilFV3GyNqBg6b1SNqBhXxdE1omJkFUfWiIqxVRy7RlRsIC+hYtsqjqgRFeOruLZGVGxBxfVrRMVm8hIqtq3imTWiYisqnlEjKraj4llrRMXG8hIqtq3iKTWiYlsqnlgjKram4slrRMUm8xIqtq3isRpRsUUVX6oRFdtU8eU1omLDeQkV21bxUI2o2K6KL86NBj00/gv3uxp0z5z3wznPW3Xa11LSVR1YDs1F3Zb0WNdMh/TVyHv0fI133aeHvLx5/wLrBaMZ7n5t3AAAAB10RVh0U29mdHdhcmUAR1BMIEdob3N0c2NyaXB0IDkuMDJty8gsAAAAAElFTkSuQmCC)](https://fgiesen.files.wordpress.com/2011/09/quad_tess_simple1.png)[!["Natural" tessellated tri (3)](data:image/png;base64,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)](https://fgiesen.files.wordpress.com/2011/09/tri_tess_simple1.png)

Here’s the actual meshes that the tessellator will produce for the given input parameters:

[![Actual tessellated quad (4x3)](data:image/png;base64,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)](https://fgiesen.files.wordpress.com/2011/09/quad_tess4x3.png)[![Actual tessellated tri (edges=inside=3)](data:image/png;base64,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)](https://fgiesen.files.wordpress.com/2011/09/tri_tess3.png)

For quads, this is (roughly) what we’re expecting – except for some flipped diagonals, which I’ll get to in a minute. But the triangle is a completely different beast. It’s got a very different topology from the “natural” tessellation I showed above, including a different number of vertices (12 instead of 10). Clearly, there’s something funny going on here – and that something happens to be related to the way transitions between different tessellation levels are handled.

### Making ends meet

The elephant in the room is handling transitions between patches. Tessellating a single triangle (or quad) is easy, but we want to be able to determine tessellation factors per-patch, because we only want to spend triangles where we need them – and not waste tons of triangles on some distant (and possibly backface-culled) parts of the mesh. Additionally, we want to be able to do this quickly and ideally without extra memory usage; that means a global fix-up post-pass or something of that caliber is out of the question.

The solution – which you’ve already encountered if you’ve written a Hull or Domain shader – is to make all of the actual tessellation work purely local and push the burden of ensuring watertightness for the resulting mesh down to the shaders. This is a topic all by itself and requires, among other things, [great care in the Domain Shader code](http://www.ludicon.com/castano/blog/2010/09/precise/); I’ll skip all the details about expression evaluation in shaders and stick with the basics. The basic mechanism is that each patch has multiple tessellation factors (TFs), which are computed in the Hull Shader: one or two for the actual inside of the patch, plus one for each edge. The TFs for the inside of the patch can be chosen freely; but if two patches share an edge, they’d better compute the exact same TFs along that edge, or there will be cracks. The hardware doesn’t care – it will process each patch by itself. If you do everything correctly, you’ll get a nice watertight mesh, otherwise – well, that’s your problem. All the HW needs to make sure is that it’s possible to get watertight meshes, preferably with reasonable efficiency. That by itself turns out to be tricky in some places; I’ll get to that later.

So, here are some new reference patches – this time with different TFs along each edge so we can see how that works:
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I’ve colored the areas influenced by the different edge tessellation factors; the uncolored center part in the middle only depends on the inside TFs. In these images, the u=0 (yellow) edge has a TF of 2, the v=0 (green) edge has a TF of 3, the u=1 / w=0 (pink) edge has a TF of 4, and the v=1 (quad only, cyan) edge has a TF of 5 – exactly the number of vertices along the corresponding outer edge. As should be obvious from these two images, the basic building block for topology is just a nice way to stitch two subdivided edges with different number of vertices to each other. The details of this are somewhat tricky, but not particularly interesting, so I won’t go into it.

As for the inside TFs, quads are fairly easy: The quad above has an inside TF of 3 along u and 4 along v. The geometry is basically that of a regular grid of that size, except with the first and last rows/columns replaced by the respective stitching triangles (if any edge has a TF of 1, the resulting mesh will have the same structure as if the inside TFs for u/v were both 2, even if they’re smaller than that). Triangles are a bit more complicated. Odd TFs we’ve already seen – for a TF of ![N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAALBAMAAABSacpvAAAALVBMVEX59/VERETV09KMi4uYl5bg391/f35PT0/t6+nIx8Wwr629u7qko6JcW1tnZ2YOzj0oAAAAVElEQVQIHWNgYDJ0YAgrbmBgYJgmwMCxAEgzrJBi4G4AMQ7YMnCBaIYFgQpgBmcAX0InSICLgVtiB4TBULMAxOhmYDgOZqxgYGicABRoLmtgYAbSANCQDvxcbGCyAAAAAElFTkSuQmCC), they produce a mesh consisting of ![\frac{N+1}{2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAAUBAMAAABhbjCNAAAAMFBMVEX59/VERETV09JnZ2aMi4vg392Yl5ako6JPT0/t6+mwr63Ix8W9u7p/f35cW1t0c3OMvXVLAAAAgklEQVQYGWNgUHZgNWMAAe4CIMHeybCAAYTWgniz00DMBAYGLhDv5AxWBQRvAe8aoBhMbgHTK4awNLM0BZBKzgMM5gi5eAeG0xDe+T9AGgJA5mEAQWSAIQsUWOWDJMp0gHECgsvjwKeA4DFMmIHEYWC4jcxj34DMO82kgOAySTRCOACE9hxUgOj/+AAAAABJRU5ErkJggg==)concentric rings, the innermost of which is a single triangle. For even TFs, we get ![\frac{N}{2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAUBAMAAACpAtpbAAAAMFBMVEX59/VERETV09JnZ2aMi4vg392Yl5ako6JPT0/t6+mwr63Ix8W9u7p/f35cW1t0c3OMvXVLAAAAYUlEQVQIHWNgUHZgNWNgYGDvZFgApGangamTM1gVgLwFvGuAJMMCpldAkvMAgzmQindgOA0SRAGCICAAF+JacgDE1mGQBFFHGB6BKE7OBhDFwLsBTFWDSZ4NSiBasQOoGQBeVhFktFEjXAAAAABJRU5ErkJggg==)concentric rings with a center vertex instead of a center triangle. Below is an image of the simplest even case, ![N=2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC0AAAAMBAMAAAAExCk6AAAAMFBMVEX59/VERETV09KMi4uYl5bg391/f35PT0/t6+nIx8Wwr629u7qko6JcW1tnZ2Z0c3NBzaNyAAAAm0lEQVQYGWNgwAQ8xxyAgkyGDgxhxQ1I0gcY0kC8aQIMHAuQhDleMCgGAPkrpBi4G5DFixgaJwD5B2wZuJCEQUyw+gWBCuji9kA5zgC+hE6QojQQWABiMd0AElwM3BI7QDwE4G8AsoFm1CxAiIFYpiCim4Hh+AIQA24OVwCTAtCZDBBngaQgYM/MzQ0MzWUNDMwwETDNISgoyAAA6Hce6b46KW4AAAAASUVORK5CYII=), which consists just of edge stitches plus the center vertex.

[![Triangle with asymmetric tessellation, even inner TF](data:image/png;base64,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)](https://fgiesen.files.wordpress.com/2011/09/tri_tess_asym_even.png)

Finally, when triangulating quads, the diagonal is generally chosen to point away from the center of the patch (in the domain coordinate space), with a consistent tie-breaking rule. This is simply to ensure maximum rotational symmetry of the resulting meshes – if there’s extra degrees of freedom, might as well use them!

### Fractional tessellation factors and overall pipeline flow

So far, I’ve only talked about integer TFs. In two of the so-called “partitioning types”, namely “Integer” and “Pow2”, that’s all the Tessellator sees. If the shader generates a non-integer (or, respectively, non-power-of-2) TF, it will simply get rounded up to the next acceptable value. More interesting are the remaining two partitioning types: Fractional-odd and Fractional-even tessellation. Instead of jumping from tessellation factor to tessellation factor (which would cause visible pops), new vertices start out at the same position as an existing vertex in the mesh and then gradually move to their new positions as the TF increases.

For example, with fractional-odd tessellation, if you were to use an inner TF of 3.001 for the above triangle, the resulting mesh would look very much like the mesh for a TF of 3 – but topologically, it’d be the same as if the TF was 5, i.e. it’s a patch with 3 concentric rings, even though the middle ring is very narrow. Then as the TF gets closer to 5, the middle ring expands until it is eventually at its final position for TF 5. Once you raise the TF past 5, the mesh will be topologically the same as is the TF was 7, but again with a number of almost-degenerate triangles in the middle, and so forth. Fractional-even tessellation uses the same principle, just with even TFs.

The output of the tessellator then consists of two things: First, the positions of the tessellated vertices in domain coordinates, and second, the corresponding connectivity information – basically an index buffer.

Now, with the basic function of the fixed-function tessellator unit explained, let’s step back and see what we need to do to actually churn out primitives: First, we need to input a bunch of input control points comprising a patch into the Hull Shader. The HS then computes output control points and “patch constants” (both of which get passed down to the Domain Shader), plus all Tessellation Factors (which are essentially just more patch constants). Then we run the fixed-function tessellator, which gives us a bunch of Domain Positions to run the Domain Shader at, plus the associated indices. After we’ve run the DS, we then do another round of primitive assembly, and then send the primitives either down to the GS pipeline (if it’s active) or Viewport transform, Clip and Cull (if not).

So let’s look a bit into the HS stage.

### Hull Shader execution

Like [Geometry Shaders](https://fgiesen.wordpress.com/2011/07/20/a-trip-through-the-graphics-pipeline-2011-part-10/), Hull Shaders work on full (patch) primitives as input – with all the input buffering headaches that causes. How much of a headache entirely depends on the type of input patch. If the patch type is something like a cubic Bézier patch, we need 4×4 = 16 input points per patch and might just produce a single quad of output (or even none at all, if the patch is culled); clearly, that’s a somewhat awkward amount of data to work with, and doesn’t lend itself to very efficient shading. On the other hand, if tessellation takes plain triangles as input (which a lot of people do), input buffering is pretty tame and not likely to be a source of problems or bottlenecks.

More importantly, unlike Geometry Shaders (which run for every primitive), Hull Shaders don’t run all that often – they run once per patch, and as long as there’s any actual tessellation going on (even at modest TFs), we have way less patches than we have output triangles. In other words, even when HS input is somewhat inefficient, it’s less of an issue than in the GS case simply because we don’t hit it that often.

The other nice attribute of Hull Shaders is that, unlike Geometry Shaders, they don’t have a variable amount of output data; they produce a fixed amount of control points, each which a fixed amount of associated attributes, plus a fixed amount of patch constants. All of this is statically known at compile time; no dynamic run-time buffer management necessary. If we Hull Shade 16 hulls at a time, we know exactly where the data for each hull will end up before we even start executing the shader. That’s definitely an advantage over Geometry Shaders; for lots of Geometry Shaders, it’s possible to know statically how many output vertices will be generated (for example because all the control flow leading to emit / cut instructions can be statically evaluated at compile time), and for all of them, there’s a guaranteed maximum number of output vertices, but for HS, we have a guaranteed fixed amount of output data, no additional analysis required. In short, there’s no problems with output buffer management, other than the fact that, again depending on the primitive type, we might need lots of output buffer space which limits the amount of parallelism we can achieve (due to memory/register constraints).

Finally, Hull Shaders are somewhat special in the way they are compiled in D3D11; all other shader types basically consist of one block of code (with some subroutines maybe), but Hull Shaders are generated factored into multiple phases, each of which can consist of multiple (independent) threads of execution. The details are mainly of interest to driver and shader compiler programmers, but suffice it to say that your average HS comes packaged in a form that exposes lots of latent parallelism, if there is any. It certainly seems like Microsoft was really keen to avoid the bottlenecks that plague Geometry Shaders this time around.

Anyway, Hull Shaders produce a bunch of output per patch; most of it is just kept around until the corresponding Domain Shaders run, except for the TFs, which get sent to the tessellator unit. If any of the TFs are less than or equal to zero (or NaN), the patch is culled, and the corresponding control points and patch constants silently get thrown away. Otherwise, the Tessellator (which implements the functionality described above) kicks in, reads the just-shaded patches, and starts churning out domain point positions and triangle indices, and we need to get ready for DS execution.

### Domain Shaders

Just like for [Vertex Shading](https://fgiesen.wordpress.com/2011/07/03/a-trip-through-the-graphics-pipeline-2011-part-3/) way back, we want to gather multiple domain vertices into one batch that we shade together and then pass on the PA. The fixed-function tessellator can take care of this: “just” handle it along with producing vertex positions and indices (I put the “just” in quotes here because this does involve some amount of bookkeeping).

In terms of input and output, Domain Shaders are very simple indeed: the only input they get that actually varies per vertex is the domain point u and v coordinates (w, when used, doesn’t need to be computed or passed in by the tesselator; since ![u+v+w=1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGMAAAANBAMAAABP682MAAAAMFBMVEX59/VERES9u7qwr62ko6Lt6+lnZ2bV09JcW1t/f37g392Yl5ZPT090c3OMi4vIx8WbuBNzAAAA7ElEQVQoFWNgIA3wT0BSz4TEZmBA5cGl+PclwNkMDHxIbHQeQoqJblqYTBjCwPZCHKbswGkA4kJ4QMl/rEfB0lAC5LDyCgZNMBesiL08gWkDiAvRUl/B8IThFgMD50wgmAwSB2lZsJsBxJ45c8bMmQYMXNwbWBXgPJBkF4MDUBoOwN4/xXAKLAAxl2cBfwCIC+ExnGI9gKmF6wDXgQUIRWugMQLRwnWA6QLIVlSHsSewXAAKwswtY/gK4kBt4WrgnoAaqcwJQMlH/ycjOYXbqAAoBtPCsEl/khWYDyXYd8gZIPjcCCaQhcpDkQIALrgzV9A7EawAAAAASUVORK5CYII=), it can be computed as ![w=1-u-v](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGQAAAANBAMAAACtN9b1AAAAMFBMVEX59/VERES9u7qwr62ko6LIx8WMi4vt6+lPT0/V09JcW1t0c3Pg392Yl5Z/f35nZ2ZFq5qKAAAAyklEQVQoFWNgwACsDzCECAiwXvtAQAWmNNPg0MJkwhDG3o7sPBSHAaXrkSSB3McMU2cxpDDsAYq+AwEDIANFy8xZDHpIWmbOZ9BlOHCXYQ2DA5IoRAszyIA3DCDpx0BJOxD3AJhbxMDQw96ARQvcjB6GHjgbyOhhCGfgaWDawK4A5IDMwXQYTwNPwwGgLBTwNDAoMPAs4H3ABBMB08zI8cL5gWWDAkKa8wNrAQPDJdVHNggxBgbOW2KgQICBpNDHQEVwcFkTziSBAQBSWj+jaYLCagAAAABJRU5ErkJggg==)). Everything else is either patch constants, control points (all of which are the same across a patch) or constant buffers. And output is basically the same as for Vertex Shaders.

In short, once we get to the DS, life is good; the data flow is almost as simple as for VS, which is a path we know how to run efficiently. This is perhaps the biggest advantage of the D3D11 tessellation pipeline over Geometry Shaders: the actual triangle amplification doesn’t happen in a shader, where we waste precious ALU cycles and need to keep buffer space for a worst-case estimate of vertices, but in a localized element (the tessellator) that is basically a state machine, gets very little input (a few TFs) and produces very compact output (effectively an index buffer, plus a 2D coordinate per output vertex). Because of this, we need way less memory for buffering, and can keep our Shader Units busy with actual shading work instead of housekeeping.

And that’s it for this post – next up: Compute Shaders, aka the final part in my original outline for this series! Until then.

### Final remarks

As usual, I cut a few corners. There’s the “isoline” patch type, which I didn’t go into at all (if there’s any demand for this, I can write it up). The Tessellator has all kinds of symmetry and precision requirements; as far as vertex domain positions are concerned, you can basically expect bit-exact results between the different HW vendors, because the D3D11 spec really nails this bit down. What’s intentionally not nailed down is the order in which vertices or triangles are produced – an implementation can do what it wants there, provided it does so consistently (i.e. the same input has to produce the same output, always). There’s a bunch of subtle constraints that go into this too – for example, all domain positions written by the Tessellator need to have both u and 1-u (and also v and 1-v) exactly representable as float; there’s a bunch of necessary conditions like this so that Domain Shaders can then produce watertight meshes (this rule in particular is important so that a shared edge AB between two patches, which is AB to one patch and BA to the other, can get tessellated the same way for both patches).

Writing Domain Shaders so they actually can’t produce cracks is tricky and requires great care; I intentionally sidestep the topic because it’s outside the scope of this series. Another much more trivial issue that I didn’t mention is the winding order of triangles generated by the Tessellator (answer: it’s up to the App – both clockwise and counterclockwise are supported).

The description of Input/Output buffering for Hull and Domain shaders is somewhat terse, but it’s very similar to stages we’ve already seen, so I’d rather keep it short and avoid extra clutter; re-read the posts on Vertex Shaders and Geometry Shaders if this was too fast.

Finally, because the Tesselation pipeline can feed into the GS, there’s the question of whether it can generate adjacency information. For the “inside” of patches this would be conceivable (just more indices for the Tessellator unit to write), but it gets ugly fast once you reach patch edges, since cross-patch adjacency needs exactly the kind of global “mesh awareness” that the Tessellation pipeline design tries so hard to avoid. So, long story short, no, the tessellator will not produce adjacency information for the GS, just plain triangles.

# A trip through the Graphics Pipeline 2011, part 13

October 9, 2011

This post is part of the series [*“A trip through the Graphics Pipeline 2011”*](https://fgiesen.wordpress.com/2011/07/09/a-trip-through-the-graphics-pipeline-2011-index/).

Welcome back to what’s going to be the last “official” part of this series – I’ll do more GPU-related posts in the future, but this series is long enough already. We’ve been touring all the regular parts of the graphics pipeline, down to different levels of detail. Which leaves one major new feature introduced in DX11 out: Compute Shaders. So that’s gonna be my topic this time around.

### Execution environment

For this series, the emphasis has been on overall dataflow at the architectural level, not shader execution (which is explained well elsewhere). For the stages so far, that meant focusing on the input piped into and output produced by each stage; the way the internals work was usually dictated by the shape of the data. Compute shaders are different – they’re running by themselves, not as part of the graphics pipeline, so the surface area of their interface is much smaller.

In fact, on the input side, there’s not really any buffers for input data at all. The only input Compute Shaders get, aside from API state such as the bound Constant Buffers and resources, is their thread index. There’s a tremendous potential for confusion here, so here’s the most important thing to keep in mind: a “thread” is the atomic unit of dispatch in the CS environment, and it’s a substantially different beast from the threads provided by the OS that you probably associate with the term. CS threads have their own identity and registers, but they don’t have their own Program Counter (Instruction Pointer) or stack, nor are they scheduled individually.

In fact, “threads” in CS take the place that individual vertices had during [Vertex Shading](https://fgiesen.wordpress.com/2011/07/03/a-trip-through-the-graphics-pipeline-2011-part-3/), or individual pixels during [Pixel Shading](https://fgiesen.wordpress.com/2011/07/10/a-trip-through-the-graphics-pipeline-2011-part-8/). And they get treated the same way: assemble a bunch of them (usually, somewhere between 16 and 64) into a “Warp” or “Wavefront” and let them run the same code in lockstep. CS threads don’t get scheduled – Warps and Wavefronts do (I’ll stick with “Warp” for the rest of this article; mentally substitute “Wavefront” for AMD). To hide latency, we don’t switch to a different “thread” (in CS parlance), but to a different Warp, i.e. a different bundle of threads. Single threads inside a Warp can’t take branches individually; if at least one thread in such a bundle wants to execute a certain piece of code, it gets processed by all the threads in the bundle – even if most threads then end up throwing the results away. In short, CS “threads” are more like SIMD lanes than like the threads you see elsewhere in programming; keep that in mind.

That explains the “thread” and “warp” levels. Above that is the “thread group” level, which deals with – who would’ve thought? – groups of threads. The size of a thread group is specified during shader compilation. In DX11, a thread group can contain anywhere between 1 and 1024 threads, and the thread group size is specified not as a single number but as a 3-tuple giving thread x, y, and z coordinates. This numbering scheme is mostly for the convenience of shader code that addresses 2D or 3D resources, though it also allows for traversal optimizations. At the macro level, CS execution is dispatched in multiples of thread groups; thread group IDs in D3D11 again use 3D group IDs, same as thread IDs, and for pretty much the same reasons.

Thread IDs – which can be passed in in various forms, depending on what the shader prefers – are the only input to Compute Shaders that’s not the same for all threads; quite different from the other shader types we’ve seen before. This is just the tip of the iceberg, though.

### Thread Groups

The above description makes it sound like thread groups are a fairly arbitrary middle level in this hierarchy. However, there’s one important bit missing that makes thread groups very special indeed: Thread Group Shared Memory (TGSM). On DX11 level hardware, compute shaders have access to 32k of TGSM, which is basically a scratchpad for communication between threads in the same group. This is the primary (and fastest) way by which different CS threads can communicate.

So how is this implemented in hardware? It’s quite simple: all threads (well, Warps really) within a thread group get executed by the same shader unit. The shader unit then simply has at least 32k (usually a bit more) of local memory. And because all grouped threads share the same shader unit (and hence the same set of ALUs etc.), there’s no need to include complicated arbitration or synchronization mechanisms for shared memory access: only one Warp can access memory in any given cycle, because only one Warp gets to issue instructions in any cycle! Now, of course this process will usually be pipelined, but that doesn’t change the basic invariant: per shader unit, we have exactly one piece of TGSM; accessing TGSM might require multiple pipeline stages, but actual reads from (or writes to) TGSM will only happen inside one pipeline stage, and the memory accesses during that cycle all come from within the same Warp.

However, this is not yet enough for actual shared-memory communication. The problem is simple: The above invariant guarantees that there’s only one set of accesses to TGSM per cycle even when we don’t add any interlocks to prevent concurrent access. This is nice since it makes the hardware simpler and faster. It does not guarantee that memory accesses happen in any particular order from the perspective of the shader program, however, since Warps can be scheduled more or less randomly; it all depends on who is runnable (not waiting for memory access / texture read completion) at certain points in time. Somewhat more subtle, precisely because the whole process is pipelined, it might take some cycles for writes to TGSM to become “visible” to reads; this happens when the actual read and write operations to TGSM occur in different pipeline stages (or different phases of the same stage). So we still need some kind of synchronization mechanism. Enter barriers. There’s different types of barriers, but they’re composed of just three fundamental components:

1. Group Synchronization. A Group Synchronization Barrier forces all threads inside the current group to reach the barrier before any of them may consume past it. Once a Warp reaches such a barrier, it will be flagged as non-runnable, same as if it was waiting for a memory or texture access to complete. Once the last Warp reaches the barrier, the remaining Warps will be reactivated. This all happens at the Warp scheduling level; it adds additional scheduling constraints, which may cause stalls, but there’s no need for atomic memory transactions or anything like that; other than lost utilization at the micro level, this is a reasonably cheap operation.
2. Group Memory Barriers. Since all threads within a group run on the same shader unit, this basically amounts to a pipeline flush, to ensure that all pending shared memory operations are completed. There’s no need to synchronize with resources external to the current shader unit, which means it’s again reasonably cheap.
3. Device Memory Barriers. This blocks all threads within a group until all memory accesses have completed – either direct or indirect (e.g. via texture samples). As explained earlier in this series, memory accesses and texture samples on GPUs have long latencies – think more than 600, and often above 1000 cycles – so this kind of barrier will really hurt.

DX11 offers different types of barriers that combine several of the above components into one atomic unit; the semantics should be obvious.

### Unordered Access Views

We’ve now dealt with CS input and learned a bit about CS execution. But where do we put our output data? The answer has the unwieldy name “unordered access views”, or UAVs for short. An UAV seems somewhat similar to render targets in Pixel Shaders (and UAVs can in fact be used in addition to render targets in Pixel Shaders), but there’s some very important semantic differences:

* Most importantly, as the same suggests, access to UAVs is “unordered”, in the sense that the API does not guarantee accesses to become visible in any particular order. When rendering primitives, quads are guaranteed to be Z-tested, blended and written back in API order (as discussed in detail in [part 9 of this series](https://fgiesen.wordpress.com/2011/07/12/a-trip-through-the-graphics-pipeline-2011-part-9/)), or at least produce the same results as if they were – which takes substantial effort. UAVs make no such effort – UAV accesses happen immediately as they’re encountered in the shader, which may be very different from API order. They’re not completely unordered, though; while there’s no guaranteed order of operations within an API call, the API and driver will still collaborate to make sure that perceived sequential ordering is preserved across API calls. Thus, if you have a complex Compute Shader (or Pixel Shader) writing to an UAV immediately followed by a second (simpler) CS that reads from the same underlying resource, the second CS will see the finished results, never some partially-written output.
* UAVs support random access. A Pixel Shader can only write to one location per render target – its corresponding pixel. The same Pixel Shader can write to arbitrary locations in whatever UAVs it has bound.
* UAVs support atomic operations. In the classic Pixel Pipeline, there’s no need; we guarantee there’s never any collisions anyway. But with the free-form execution provided by UAVs, different threads might be trying to access a piece of memory at the same time, and we need synchronization mechanisms to deal with this.

So from a “CPU programmer”‘s point of view, UAVs correspond to regular RAM in a shared-memory multiprocessing system; they’re windows into memory. More interesting is the issue of atomic operations; this is one area where current GPUs diverge considerably from CPU designs.

### Atomics

In current CPUs, most of the magic for shared memory processing is handled by the memory hierarchy (i.e. caches). To write to a piece of memory, the active core must first assert exclusive ownership of the corresponding cache line. This is accomplished using what’s called a “cache coherency protocol”, usually [MESI](http://en.wikipedia.org/wiki/MESI_protocol) and descendants. The details are tangential to this article; what matters is that because writing to memory entails acquiring exclusive ownership, there’s never a risk of two cores simultaneously trying to write to the some location. In such a model, atomic operations can be implemented by holding exclusive ownership for the duration of the operation; if we had exclusive ownership for the whole time, there’s no chance that someone else was trying to write to the same location while we were performing the atomic operation. Again, the actual details of this get hairy pretty fast (especially as soon as things like paging, interrupts and exceptions get involved), but the 30000-feet-view will suffice for the purposes of this article.

In this type of model, atomic operations are performed using the regular Core ALUs and load/store units, and most of the “interesting” work happens in the caches. The advantage is that atomic operations are (more or less) regular memory accesses, albeit with some extra requirements. There’s a couple of problems, though: most importantly, the standard implementation of cache coherency, “snooping”, requires that all agents in the protocol talk to each other, which has serious scalability issues. There are ways around this restriction (mainly using so-called Directory-based Coherency protocols), but they add additional complexity and latency to memory accesses. Another issue is that all locks and memory transactions really happen at the cache line level; if two unrelated but frequently-updated variables share the same cache line, it can end up “ping-ponging” between multiple cores, causing tons of coherency transactions (and associated slowdown). This problem is called “false sharing”. Software can avoid it by making sure unrelated fields don’t fall into the same cache line; but on GPUs, neither the cache line size nor the memory layout during execution is known or controlled by the application, so this problem would be more serious.

Current GPUs avoid this problem by structuring their memory hierarchy differently. Instead of handling atomic operations inside the shader units (which again raises the “who owns which memory” issue), there’s dedicated atomic units that directly talk to a shared lowest-level cache hierarchy. There’s only one such cache, so the issue of coherency doesn’t come up; either the cache line is present in the cache (which means it’s current) or it isn’t (which means the copy in memory is current). Atomic operations consist of first bringing the respective memory location into the cache (if it isn’t there already), then performing the required read-modify-write operation directly on the cache contents using a dedicated integer ALU on the atomic units. While an atomic unit is busy on a memory location, all other accesses to that location will stall. Since there’s multiple atomic units, it’s necessary to make sure they never try to access the same memory location at the same time; one easy way to accomplish this is to make each atomic unit “own” a certain set of addresses (statically – not dynamically as with cache line ownership). This is done by computing the index of the responsible atomic unit as some hash function of the memory address to be accessed. (Note that I can’t confirm this is how current GPUs do; I’ve found little detail on how the atomic units work in official docs).

If a shader unit wants to perform an atomic operation to a given memory address, it first needs to determine which atomic unit is responsible, wait until it is ready to accept new commands, and then submit the operation (and potentially wait until it is finished if the result of the atomic operation is required). The atomic unit might only be processing one command at a time, or it might have a small FIFO of outstanding requests; and of course there’s all kinds of allocation and queuing details to get right so that atomic operation processing is reasonably fair so that shader units will always make progress. Again, I won’t go into further detail here.

One final remark is that, of course, outstanding atomic operations count as “device memory” accesses, same as memory/texture reads and UAV writes; shader units need to keep track of their outstanding atomic operations and make sure they’re finished when they hit device memory access barriers.

### Structured buffers and append/consume buffers

Unless I missed something, these two buffer types are the last CS-related features I haven’t talked about yet. And, well, from a hardware perspective, there’s not that much to talk about, really. Structured buffers are more of a hint to the driver-internal shader compiler than anything else; they give the driver some hint as to how they’re going to be used – namely, they consist of elements with a fixed stride that are likely going to be accessed together – but they still compile down to regular memory accesses in the end. The structured buffer part may bias the driver’s decision of their position and layout in memory, but it does not add any fundamentally new functionality to the model.

Append/consume buffers are similar; they could be implemented using the existing atomic instructions. In fact, they kind of are, except the append/consume pointers aren’t at an explicit location in the resource, they’re side-band data outside the resource that are accessed using special atomic instructions. (And similarly to structured buffers, the fact that their usage is declared as append/consume buffer allows the driver to pick their location in memory appropriately).

### Wrap-up.

And… that’s it. No more previews for the next part, this series is done :), though that doesn’t mean I’m done with it. I have some restructuring and partial rewriting to do – these blog posts are raw and unproofed, and I intend to go over them and turn it into a single document. In the meantime, I’ll be writing about other stuff here. I’ll try to incorporate the feedback I got so far – if there’s any other questions, corrections or comments, now’s the time to tell me! I don’t want to nail down the ETA for the final cleaned-up version of this series, but I’ll try to get it down well before the end of the year. We’ll see. Until then, thanks for reading!